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Coriolis effects in homogeneous and inhomogeneous
katabatic flows

Alan Shapiro* and Evgeni Fedorovich
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ABSTRACT: Katabatic flows along a planar slope in a viscous stably-stratified fluid are investigated analytically and
numerically, with an emphasis on flow features arising from the action of the Coriolis force. Two idealized flow types
are considered: turbulent flow along a uniformly cooled slope, and two-dimensional laminar flow induced by a cold strip
of finite width running down the slope. In the case of turbulent flow along a uniformly cooled slope, the downslope
velocity exhibits a boundary-layer structure, but the cross-slope velocity and buoyancy fields spread inexorably upward.
This behaviour is qualitatively similar to that found in laminar flows along a uniformly cooled slope. In contrast, in the
two-dimensional strip flow, a steady state is reached, in which the cross-slope wind and buoyancy fields vanish far above
the slope, but the downslope and slope-normal velocity fields do not vanish. These latter two flow components comprise
two purely horizontal along-isentrope counter-flowing currents: an upslope current entering the top of the boundary layer
on one side of the strip, and a downslope current flowing out of the boundary layer into the environment on the other side
of the strip. The slope-normal vorticity associated with these currents originates in the stretching of planetary vorticity in
a broad zone of convergent flow over the cold strip. Copyright  2008 Royal Meteorological Society
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1. Introduction

1.1. Katabatic and anabatic winds

Katabatic and anabatic winds are thermally driven air
motions found in regions of complex terrain at all
latitudes (Atkinson, 1981; Egger, 1990; Whiteman, 1990,
2000). When a sloping surface is cooled (katabatic
flow case) or heated (anabatic flow case), a temperature
difference is set up between the air in the surface
layer and the environmental air at the same altitude.
The buoyancy force associated with this temperature
difference projects in the down- or up-slope direction and
induces a down- or up-slope flow.

In areas that are largely sheltered from synoptic effects,
katabatic and anabatic flows are the building blocks of
local weather. Even in cases where synoptic forcing is
important, pronounced katabatic and anabatic flow sig-
natures may still exist. In regions where heavily industri-
alized population centres extend across variable topogra-
phy, these local flows exert major controls over energy
usage, visibility, fog formation and air pollutant dis-
persion (Lu and Turco, 1994; Fernando et al., 2001;
Hunt et al., 2003; Lee et al., 2003; Brazel et al., 2005).
In agricultural regions, these local winds significantly
affect microclimates. On the larger scale, persistent kata-
batic winds cover vast areas of the earth (e.g. Antarctica,
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Greenland), and play an important role in the weather and
climate of these areas (Parish and Waight, 1987; Parish
and Bromwich, 1991; Gallée and Schayes, 1994; Oer-
lemans, 1998; Renfrew, 2004; Renfrew and Anderson,
2006).

Katabatic and anabatic winds can be described in their
most basic forms as turbulent natural convection flows
along cooled/heated sloping surfaces in a stratified envi-
ronment. Katabatic flows in particular are quite shal-
low (flow speed maximum is typically located 1–100 m
above the slope), and are therefore poorly resolved in
most numerical models. Although much progress has
been made in the understanding and quantitative descrip-
tion of katabatic winds, long-standing difficulties with
modelling stably-stratified turbulent flows along slopes,
and the variety of flow interactions caused by complex
topography and surface inhomogeneity, make the dynam-
ics of these flows a rich and challenging area of study.

1.2. Motivation and scope of this investigation

An early milestone in the understanding of katabatic
flows was Prandtl’s (1942) one-dimensional (1D) model
for the natural convection flow of a viscous stably-
stratified fluid along a uniformly cooled sloping pla-
nar surface. Flow in the Prandtl model comprises a
shallow downslope-flowing jet of cold air topped by a
zone of weak warmer-than-ambient upslope flow. The
model provides one of the few known exact analyti-
cal solutions of the Boussinesq equations of motion and
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thermodynamic energy for a natural convection flow. It is
conceptually simple and, when appropriately tuned, can
provide qualitatively realistic descriptions of katabatic
flows, especially at low levels (e.g. Defant, 1949; Tyson,
1968; Papadopoulos et al., 1997; Oerlemans, 1998). The
model has undergone several refinements within its 1D
framework, including provision for nonlinear friction and
heat exchange at the underlying surface (Ingel’, 2000),
vertically-varying eddy viscosities (Grisogono and Oer-
lemans, 2001, 2002), the Coriolis force (Gutman and
Malbakhov, 1964), and the Coriolis force with exter-
nal wind field (Lykosov and Gutman, 1972; Gutman and
Melgarejo, 1981; Gutman, 1983). A curious feature of
the 1D model when the Coriolis force is included is
that the buoyancy and cross-slope momentum slowly
but inexorably diffuse upward from the slope, eventu-
ally yielding steady-state solutions that do not have a
boundary-layer character (Gutman and Malbakhov, 1964;
Lykosov and Gutman, 1972; Egger, 1985). The behaviour
of the cross-slope wind and buoyancy contrasts markedly
with the downslope wind which retains a boundary-layer-
type structure. Our present study on Coriolis effects in
katabatic flows is motivated by this rather unusual and
non-intuitive behaviour of the cross-slope wind and buoy-
ancy fields.

Our study begins with a review of 1D katabatic flow
theory with Coriolis effects (section 2), drawing atten-
tion to the unusual behaviour described above, and to
other results which suggest that provision for an imposed
external pressure-gradient force (or imposed geostrophic
wind) cannot rectify the situation. Based on these results
and related results on slope flows from the oceanographic
literature, we suggest that the 1D Prandtl model with
Coriolis force included is fundamentally inappropriate as
a model of long-lived katabatic flows (at least of the
buoyancy and cross-slope wind components), but can
be made to be appropriate if additional processes are
accounted for. Our view is that processes one might be
inclined to discount from the outset as unimportant may,
if persistent, be vital in controlling steady-state structure,
especially of the cross-slope wind and buoyancy above
the boundary layer. One such process may be a radiative
thermal adjustment throughout the flow domain (Egger,
1985). Another process may be 2D or 3D effects associ-
ated with the finite extent of real katabatic flows (finite
extent of slopes and/or surface forcings), which would
break the 1D symmetry of the classical Prandtl frame-
work.

In section 3 we conduct a preliminary analysis of
the remote (far above slope) structure of the cross-
slope wind and buoyancy in 2D and 3D frameworks.
The slope is of infinite extent, but the surface forcing
is restricted to be either periodic or of finite extent in
the cross-slope and/or downslope directions. Because of
these restrictions, our analysis should be applicable only
to purely local katabatic flows, that is, to flows to which
synoptic-scale forcings do not contribute.

In section 4 we present numerical simulation results for
laminar and turbulent katabatic flows along a uniformly

cooled surface with and without Coriolis effects. A key
finding is that the inexorable upward growth of the
cross-slope velocity and buoyancy fields that occur in
laminar katabatic flow also occurs in explicitly simulated
turbulent katabatic flow.

In section 5 we present a 2D linear analysis of laminar
katabatic flow with Coriolis effects for the case where
the surface forcing is of finite extent in the cross-slope
direction (a strip of relatively cold surface running down
the slope). The analysis shows that, in contrast to the
1D flow, the cross-slope wind and buoyancy fields in
this 2D flow do vanish far above the slope. However,
the downslope and slope-normal velocity components do
not vanish far above the slope. Instead, these components
comprise a purely horizontal (along-isentrope) streaming
motion. Results from the analysis are confirmed and
extended in section 6 with numerical simulations for the
laminar flow regime. Conclusions follow in section 7.

1.3. Governing equations

Consider katabatic flow of a viscous stably-stratified fluid
down a uniform planar slope inclined at angle α to the
horizontal (Figure 1). The main object of our study is
the steady-state structure of katabatic flows influenced by
the Coriolis force. The analytical parts of our work are
concerned exclusively with the steady state, while the
numerical analyses are concerned with the steady state
as the terminal state of an initial-value problem in which
the atmosphere is initially at rest and an inhomogeneous
surface buoyancy forcing is suddenly imposed.

Our work proceeds in a right-hand Cartesian
(x, y, z) slope-following coordinate system with x axis
pointing down the slope, y axis pointing across the slope
along constant topographic height lines (into page on
Figure 1), and z axis directed normal to the slope. The
corresponding unit basis vectors are i, j and k, respec-
tively. The velocity vector v = ui + vj + wk has down-,
cross-slope and slope-normal components u, v and w,
respectively. For future reference, note that the true ver-
tical velocity component w∗ (≡k∗ · v, where k∗ is the unit
vector pointing in the direction opposite the gravity vec-
tor) is related to the downslope and slope-normal veloc-
ity components by w∗ = uk∗ · i + wk∗ · k = −u sin α +
w cos α.

In this slope-following coordinate system, the Boussi-
nesq equations for katabatic flow on the rotating earth
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Figure 1. Slope-following coordinate system: x is downslope coor-
dinate, y is cross-slope coordinate (into page; not shown) and z is

slope-normal coordinate.
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are

∂θ ′

∂t
+ v · ∇θ ′ = γ (u sin α − w cos α) + κ∇2θ ′, (1.1)

∂u

∂t
+ v · ∇u = − 1

ρr

∂p′

∂x
+ f v − g

θ ′

θr
sin α + ν∇2u,

(1.2)

∂v

∂t
+ v · ∇v = − 1

ρr

∂p′

∂y
− f u + ν∇2v, (1.3)

∂w

∂t
+ v · ∇w = − 1

ρr

∂p′

∂z
+ g

θ ′

θr
cos α + ν∇2w, (1.4)

∇ · v = 0, (1.5)

where (1.1) is the thermodynamic energy equation, (1.2)
and (1.3) are the down- and cross-slope equations of
motion, respectively, (1.4) is the slope-normal equation
of motion, and (1.5) is the mass conservation equation for
an incompressible fluid. Here θ ′ ≡ θ − θe is the pertur-
bation potential temperature (θ is potential temperature,
θe is the environmental potential temperature, a function
only of the true vertical coordinate z∗), θr is a constant
reference potential temperature, ρr is a constant reference
density, g is the gravity acceleration, γ ≡ dθe/dz∗ is the
environmental temperature gradient, and f ≡ 2� sin φ is
the Coriolis parameter (� is magnitude of the Earth’s
angular velocity vector �; φ is latitude). The parameters
ν (viscosity) and κ (diffusivity) are treated as molecular
coefficients in our three-dimensional turbulence simula-
tions, and as effective eddy mixing coefficients in our
two-dimensional laminar simulations. The parameters γ ,
f , ν and κ are considered constant. The perturbation
pressure p′ ≡ p − pe is the pressure p minus the hydro-
static pressure pe based on the z∗-dependent environmen-
tal density profile. Since pe is independent of the true
horizontal coordinates, it cannot support a geostrophic
flow. Accordingly, any geostrophic environmental flow
we were to consider must be maintained by horizontal
gradients of p′.

On the lower surface we impose the impermeabil-
ity condition on the slope-normal velocity component,
w(x, y, 0, t) = 0, and the no-slip condition on the down-
and cross-slope velocity components, u(x, y, 0, t) = 0
and v(x, y, 0, t) = 0, respectively. The surface distribu-
tion of the perturbation potential temperature is speci-
fied (homogeneous or inhomogeneous, depending on the
problem), and the slope-normal derivative of the pertur-
bation pressure is calculated at the surface as a residual
from (1.4). The slope-normal derivatives of all variables
are considered to vanish far above the slope.

Equations (1.1)–(1.5) are similar to those considered
in Shapiro and Fedorovich (2007), but with Coriolis
terms included. Our treatment of the Coriolis terms is
standard for models of katabatic winds along shallow
slopes, that is, for slope angles on the order of a few
degrees (e.g. Gutman and Malbakhov, 1964; Lykosov
and Gutman, 1972; Gutman and Melgarejo, 1981; Mahrt,
1982; Egger, 1985). In (1.2) and (1.3), the down- and

cross-slope components of the Coriolis force, −i · (2� ×
v) and −j · (2� × v), were approximated as f v and
−f u, respectively. In arriving at those terms, the slope-
normal component of the Earth’s angular velocity, k · �,
was replaced by the true vertical component of the Earth’s
angular velocity, k∗ · �, a legitimate approximation for
shallow slopes (error less than 0.4% for slope angles
less than 5°), and the contribution of the slope-normal
velocity component w was neglected. In addition, the
Coriolis force was neglected in the slope-normal equation
of motion (1.4), the omitted term being at least two orders
of magnitude smaller than the buoyancy term.

Instead of working with the perturbation potential
temperature θ ′ and stratification parameter γ , in the
rest of the paper we will work with the buoyancy
b ≡ gθ ′/θr and Brunt–Väisälä frequency N ≡ √

gγ/θr.
Corresponding to a potential temperature perturbation at
the surface θ ′

0 is a surface buoyancy b0 ≡ gθ ′
0/θr.

It is convenient to non-dimensionalize variables as

(X, Y, Z) ≡ (x, y, z)

ls
, T ≡ t

ts
, 
 ≡ p′

ps
,

(U, V, W) ≡ (u, v,w)

us
, B ≡ b

bs
, (1.6)

where the length, time, pressure, velocity and buoyancy
scales are given, respectively, by

ls ≡
( ν

N sin α

)1/2
, ts ≡ 1

N sin α
, ps ≡ ρrlsbs cos α,

us ≡ bs

N
, bs ≡ |b0|. (1.7)

Other non-dimensionalizations are possible, for exam-
ple, using a length scale l characterizing the width of
the surface thermal disturbance. The length, velocity
and buoyancy scales adopted in (1.6)–(1.7) character-
ize the classical 1D Prandtl solution without Coriolis
force (p. 374 of Prandtl 1942), which can be written
as u = use

−z/ lp sin(z/ lp), b = bse
−z/ lp cos(z/ lp), where

lp ≡ ls
√

2/Pr1/4. We do not assert that these scales char-
acterize the flow in 2D or 3D Coriolis frameworks better
than those from other non-dimensionalizations, but they
do facilitate a comparison with classical 1D results.

In terms of the introduced non-dimensional variables,
(1.1)–(1.5) become

∂B

∂T
+ ReV · ∇B = U − Wcotα + 1

Pr
∇2B, (1.8)

∂U

∂T
+ ReV · ∇U = −∂


∂X
cotα + 1√

Bu
V − B + ∇2U,

(1.9)

∂V

∂T
+ ReV · ∇V = −∂


∂Y
cotα − 1√

Bu
U + ∇2V,

(1.10)

∂W

∂T
+ ReV · ∇W = −∂


∂Z
cotα + Bcotα + ∇2W,

(1.11)

∇ · V = 0, (1.12)
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where V ≡ U i + V j + Wk is the non-dimensional veloc-
ity vector, and

Pr ≡ ν

κ
, Re ≡ usls

ν
= bs

(ν sin α)1/2N3/2 ,

Bu ≡ gγ sin2 α

θrf
2 = N2 sin2 α

f 2 (1.13)

are, respectively, the Prandtl number, Reynolds number,
and slope Burger number (Garrett, 1991; Garrett et al.,
1993). It should be understood that the ∇ and Laplacian
∇2 operators in (1.8)–(1.12) are non-dimensional.

2. Review of 1D katabatic flow theory with Coriolis
effects

Gutman and Malbakhov (1964) derived exact analyti-
cal solutions of the equations of motion and thermody-
namic energy for local katabatic flow (no interaction with
synoptic-scale flow) with the Coriolis force included.
Solutions were presented for the temporal development of
the flow and the structure of the steady state. The downs-
lope velocity component satisfied a modified (damped)
diffusion equation, the solution of which yielded a shal-
low jet-like flow that in the steady state vanished far
above the slope. In contrast, the buoyancy and cross-
slope velocity components were each identified as a sum
of two different functions, one of which satisfied the mod-
ified diffusion equation, and one of which satisfied the
classical diffusion equation. This latter equation yielded
buoyancy and cross-slope velocity fields that underwent
an inexorable upward growth, leading to solutions that
did not vanish far above the slope in the steady state
(terminal state of the unsteady problem), but approached
non-zero constant values.

The non-intuitive result described above was confirmed
in studies by Lykosov and Gutman (1972) and Egger
(1985) without recourse to the full solution. Following
their general approach, we consider the 1D steady-state
version of (1.1)–(1.5), expressed in terms of buoyancy, in
which there are no flow variations in the x or y directions,
so w = 0, ∂p′/∂x = 0, ∂p′/∂y = 0, and the x- and y-
derivative terms drop from the Laplacians. Eliminating u

between (1.1) and (1.3) yields

N2ν sin α
d2v

dz2 + f κ
d2b

dz2 = 0. (2.1)

If ν = κ = 0, then (2.1) is identically satisfied, and
no further information can be extracted from it (in
particular, the conclusions below would not apply).
Assuming ν and κ are non-zero, integrate (2.1) twice with
respect to z, and impose the remote conditions dv/dz,
db/dz → 0 as z → ∞, and slope conditions of no-
slip and specified buoyancy b0. The resulting equation,
N2ν sin αv + f κb = f κb0, together with (1.2) yield the
remote (z → ∞) values of b and v as

b∞ = b0

1 + PrBu
, v∞ = sin αb0

f (1 + PrBu)
. (2.2)

Thus, neither b nor v vanishes as z → ∞. However,
as follows from (1.3), u does vanish as z → ∞. It can be
noted that b∞ and v∞ do not depend on the values of ν or
κ (provided ν and κ are both non-zero!), but only on their
ratio Pr. Stiperski et al. (2007), perhaps unaware of the
previous 1D analytical solutions of katabatic flows with
Coriolis effects, considered (1) a steady-state solution
equivalent to the asymptotic (t → ∞) solution in Gutman
and Malbakhov (1964) for Pr = 1 and shallow slopes,
and (2) an approximate transient solution for the cross-
slope velocity component that compared favourably with
the results of 1D numerical simulation for finite times.
These solutions, however, indicated an inexorable upward
growth, as in the previous studies. At this point it is worth
drawing attention to the fact, not previously noted in the
literature, that (2.2) also holds for the more general case
where ν and κ are height-dependent eddy viscosity and
thermal diffusivity coefficients. This result is obtained in
appendix A.

Lykosov and Gutman (1972) and Egger (1985) also
showed that if an imposed external downslope pressure
gradient force exactly balanced the cross-slope velocity
component as z → ∞ (assuming the remote flow to be
in geostrophic balance), then the steady-state buoyancy
field would vanish as z → ∞. However, Lykosov and
Gutman (1972) and Egger (1985) rejected the subsequent
results as unphysical, citing unrealistically large cross-
slope geostrophic wind speeds (exceeding 100 m s−1 for
slope angles typical of interior Antarctica) which became
singular as the slope angle approached zero. Egger (1985)
also drew attention to the deficiency of the 1D model
prediction of easterly flow aloft at Antarctic latitudes,
which contrasted with the observed cyclonic circulation
(This latter criticism points to the more general deficiency
of the 1D Cartesian model as applied to the Antarctic
circulation (polar vortex). The basic geometry of the
Antarctic continent is axisymmetric. Because of this
geometry, katabatic flow in the Antarctic is associated
with subsidence and corresponding spin-up of a cyclonic
polar vortex via the circulation theorem, as schematized
in James (1989), Parish and Bromwich (1991) and Parish
(1992). Such processes cannot be accounted for in a
1D Cartesian framework. These and other studies have
further suggested that a realistic long-time katabatic-
flow solution over Antarctica requires eddy transport of
polar-vortex angular momentum out of the polar region
in order to decrease the magnitude of a polar-vortex-
associated pressure-gradient force that would otherwise
shut down the katabatic flow. A model of Antarctic
katabatic flow including eddy transport would require
three dimensions for its description.). A further difficulty
with the plausibility of this theory in that the geostrophic
wind far away from the surface could not be treated as
an arbitrarily imposed (external) forcing but would have
to take on a particular value; the geostrophic wind would
have to be determined as part of the solution and its
value would be tied to the surface buoyancy. Whether
such a particular geostrophic wind could arise in nature
is questionable.
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Egger (1985) also introduced a revised 1D model
in which a linear radiative damping term accounting
(albeit crudely) for the tendency of the atmosphere to
relax toward a reference potential temperature profile
was included in the thermodynamic energy equation.
Provision for this term led to a steady state in which
all flow variables vanished far above the slope without
the need for an imposed pressure gradient force. To
our knowledge, this revised model is the only 1D local
katabatic flow model in which all flow variables exhibit a
boundary-layer structure in the steady state. On the other
hand, the ad hoc nature of the linear damping term is
somewhat unsatisfying.

Similar non-intuitive flow behaviour resulting from the
inclusion of the Coriolis force in 1D katabatic models
was also found in 1D models of oceanic slope flows
(The terms ‘downslope’ and ‘cross-slope’ in the oceanic
studies correspond to our ‘cross-slope’ and ‘downslope’
directions, respectively.) (Thorpe, 1987; Garrett, 1991;
MacCready and Rhines, 1991, 1993; Garrett et al., 1993).
It was found that: (1) the cross-slope velocity field
exhibits a very slow upward adjustment controlled by a
diffusion equation, (2) in the steady state, the cross-slope
velocity field in the region far above slope attains a (non-
zero) value determined by the Coriolis parameter, slope
angle, turbulence intensity and buoyancy frequency, and
(3) the upslope transport becomes singular for vanishing
slope angles. In retrospect, it should not be surprising
that similar behaviour arising from the interaction of a
stratified rotating fluid with a sloping boundary is found
in two different geophysical systems.

A question raised in the oceanic literature relevant
to 1D katabatic flow models with Coriolis effects is
whether the steady-state solution controlled by the 1D
diffusion equation would ever be found in nature. One
may speculate that because of the very slow evolution
of the cross-slope flow arising from the 1D diffusion
equation, additional physical processes, if persistent, may
grow in importance in controlling the final structure of
the flow. Such processes may break the diffusive nature
of the flow, and lead to the development of a well-
behaved steady state, as in Egger’s (1985) 1D solution
when radiative damping is included (radiative time-scale
considered by Egger was on the order of 5 days), or may
break the 1D symmetry of the flow. The latter effect may
arise when the finiteness of real slopes and of surface
forcings in the down- and cross-slope directions is taken
into account. When considering the structure of katabatic
flows with Coriolis effects, one should be attuned to the
possibility that processes assumed to be of secondary
importance may, if persistent, become vital in controlling
the steady state structure, especially far above the slope.

3. Steady-state 1D, 2D and 3D katabatic flows
with Coriolis effects

As an extension of the preceding steady-state analysis, we
consider the following three idealized classes of katabatic
flows:

(1) Flow with doubly-periodic disturbances. All dynamic
and perturbation thermodynamic variables are peri-
odic in x and y within a rectangle of finite dimen-
sions: −Lx ≤ x ≤ Lx , −Ly ≤ y ≤ Ly . Although this
is generally a 3D flow class, the Prandtl 1D kata-
batic flow is a special case of (1) since laterally
unbounded homogeneous flows are trivially peri-
odic in any domain finite in x and y. Turbulent
flow along a uniformly cooled planar surface, the
subject of section 4, will also fall into this flow
class.

(2) Flow with 3D isolated disturbances. All dynamic
and perturbation thermodynamic variables vanish as
|x| → ∞ and as |y| → ∞.

(3) Flow with singly-periodic disturbances. All dynamic
and perturbation thermodynamic variables are peri-
odic in the downslope direction x, and vanish as
|y| → ∞. An important sub-class, considered in sec-
tions 5 and 6, is 2D (y –z) flow induced by a
strip of negative surface buoyancy running down
the slope. The surface buoyancy is negative within
a strip of finite width in the cross-slope direc-
tion, and is zero outside of this strip. Variables in
such flows are independent of x, and so are triv-
ially periodic in x. Another sub-class (not studied
here) is 2D (x –z) flow in which a cold strip runs
across the slope, all variables being independent
of y.

Although these classes are fairly general, they do
not include flows subjected to a constant perturbation
pressure gradient force, such as would be required to
balance a synoptic-scale geostrophic wind. A constant
perturbation pressure gradient would be associated with
a linearly varying p′ field which neither vanishes as x

or y approaches infinity nor is periodic. Accordingly,
the (1)–(3) flows are local in the sense that they are not
interacting with larger-scale flows.

Now integrate the steady-state versions of (1.1)–(1.5)
over a 2D x –y domain particular to the flow class:
a rectangle −Lx ≤ x ≤ Lx , −Ly ≤ y ≤ Ly for the
doubly-periodic disturbance (1), an infinite x –y domain,
limLx→∞ −Lx < x < Lx , limLy→∞ −Ly < y < Ly , for
the isolated disturbance (2), and a finite x-domain −Lx ≤
x ≤ Lx and infinite y-domain, limLy→∞ −Ly < y < Ly ,
for a strip running down the slope (3). Writing all advec-
tion terms in flux form (v · ∇S = ∇ · (vS), where S is
a generic scalar), and applying the divergence theorem
to the integrals of those terms, yields lateral boundary
integrals which vanish because of the boundary condi-
tions in (1)–(3). Similarly it can be shown that the x

and y derivative terms in the Laplacians integrate to
zero.

The integrated form of (1.5) becomes dw/dz = 0,
where an overbar denotes an x –y integral. Integrating
dw/dz = 0 with respect to z, and imposing the imper-
meability condition (w = 0 along the slope so w = 0
along the slope), we see that w(z) is identically zero,
although nonlinear terms like wS may not be zero. The
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x –y integrated forms of (1.1)–(1.3) appear as

d

dz
(wb) = N2 sin αu + κ

d2b

dz2 , (3.1)

d

dz
(wu) = f v − b sin α + ν

d2u

dz2 , (3.2)

d

dz
(wv) = −f u + ν

d2v

dz2 . (3.3)

Equations (3.1) and (3.3) reveal that if flow vari-
ables approach constant (zero or non-zero) values as
z → ∞ then the remote (z → ∞) x –y integrated downs-
lope velocity u∞ must be zero. However, this does not
mean that u∞ itself must be zero, only that it inte-
grates to zero. Indeed, in the numerical simulations of
2D strip flow (section 6) a purely horizontal along-
isentrope streaming motion developed far above the
slope, with an anti-symmetric (with respect to centre of
strip) upslope/toward-boundary-layer flow on one side
of the strip, and a downslope/away-from-boundary-layer
flow on the other side of the strip.

To elucidate the behaviour of v and b, first eliminate
u between (3.1) and (3.3), obtaining

d

dz
w(f b + N2 sin αv) = d2

dz2 (f κb + N2ν sin αv).

(3.4)

Integration of (3.4) with respect to z (with ∂b/∂z,
∂v/∂z → 0 as z → ∞) yields

w(f b + N2 sin αv) − w(f b + N2 sin αv)

∣∣∣∞
= d

dz
(f κb + N2ν sin αv). (3.5)

Integration of (3.5) with respect to z then yields∫ z

0

(
w(f b + N2 sin αv) − w(f b + N2 sin αv)

∣∣∣∞
)

dz′ = f κb + N2ν sin αv − f κb0, (3.6)

where lower boundary conditions of impermeability, no
slip and specified buoyancy have been imposed. If we
consider linear dynamics, then the left-hand side of (3.6)
is neglected, and evaluation of (3.6) as z → ∞ shows
that f b∞ + N2Pr sin αv∞ = f b0. Comparing this result
with the linearized version of (3.2) as z → ∞ yields the
same formulae as in (2.2) but involving the x –y integrals
b∞, v∞ and b0. We conclude that if b0 is non-zero then
b∞ and v∞ are also non-zero.

The implication of the above result varies with the flow
class. For a doubly-periodic flow (1), where a finite x –y

domain is considered, a non-zero integral b∞ is asso-
ciated with a non-zero x –y-average L−1

x L−1
y b∞. In this

case, b∞ does not vanish as z → ∞, and the disturbance
is felt at infinity. The 1D flow analysed by Egger (1985)
and others is a special case of this flow type. However, for
flow induced by a 2D cold strip running down the slope,

a special case of (3) in which all variables are indepen-
dent of x, we must look more closely at the non-averaged
equations. Taking the z-derivative of (1.3), and assuming
∂u/∂z, ∂v/∂z → 0 as z → ∞, yields ∂2p′/(∂y∂z) → 0
as z → ∞. The equation resulting from taking the y-
derivative of (1.4), assuming hydrostatic conditions as
z → ∞, then yields ∂b/∂y → 0 as z → ∞. However,
since b vanishes as |y| → ∞, b must vanish far above
the slope for all y, that is, b∞ → 0. This seemingly con-
tradicts the previous result that b∞ is not zero; however,
the results may be reconciled by noting that as z → ∞ a
function can vanish even though its x –y integral does not
vanish (As an example, consider F ≡ z−1 exp(−ay2/z2),
where a is a positive constant. As z → ∞, this function
vanishes, but its x –y integral F = ∫ Lx

−Lx

∫∞
−∞ Fdydx =

4Lxa
−1/2

∫∞
0 exp(−χ2)dχ = 2Lx

√
π/aerf(∞) = 2Lx√

π/a, which is independent of z, does not vanish.). The
vanishing of v as z → ∞ follows from (1.5) and the
condition that v → 0 as |y| → ∞. It can also be noted
that since b → 0 as z → ∞, (1.4) yields ∂p′/∂z → 0 as
z → ∞ (provided flow is hydrostatic as z → ∞). Simi-
larly, it can be shown for an isolated disturbance (2) that
b∞ → 0 as z → ∞, even though b∞ is not zero. In this
case, however, it is not clear that v∞ vanishes for all x

and y since the possibility of a geostrophic adjustment
leading to a balance between the v and ∂p′/∂x terms far
above the slope cannot be ruled out.

Returning to the doubly-periodic flow case (1) and to
(3.6) with the nonlinear terms retained, one obtains an
integral condition that should be satisfied if b and v were
to vanish as z → ∞:

∫ ∞

0

(
w(f b + N2 sin αv) − w(f b + N2 sin αv)

∣∣∣∞
)

dz′ = −f κb0. (3.7)

Although the presence of the nonlinear terms in the
left-hand side of (3.7) offers the possibility that a self-
adjustment process might occur in turbulent flows such
that flow variables vanish far above the slope, there is no
reason to expect this to take place. Indeed, a numerical
simulation (section 4) showed that in a homogeneous
turbulent katabatic flow there was an inexorable upward
growth of the buoyancy and cross-slope wind with height
as in the 1D laminar case.

4. Numerical simulation of turbulent katabatic flow

In this section we present direct numerical simulation
(DNS) results for laminar and turbulent katabatic flows
along a uniformly cooled sloping surface, a class (1) flow
in section 3. The atmosphere is initially quiescent, and
flow is induced by the sudden imposition (at T = 0) and
maintenance of a constant surface buoyancy. If the sur-
face buoyancy is sufficiently strong (large Re, see (1.13)),
the flow transits at an early stage from a laminar regime
to a turbulent regime. Since the turbulence is explicitly
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simulated in DNS, there is no need for closure assump-
tions concerning the values of the eddy viscosity and
diffusivity coefficients. The ν and κ coefficients appear-
ing in the governing equations of DNS are intended to
be molecular coefficients. However, because the compu-
tational expense and memory requirements for realistic
turbulent katabatic simulations running over several iner-
tial periods are prohibitive, our turbulence simulations
were restricted to Reynolds numbers of order 104, com-
pared with atmospheric Reynolds numbers several orders
of magnitude larger. Accordingly, our results should be
used for no more than a qualitative illustration of the
larger-scale turbulence behaviour.

The numerical procedures are patterned on the works
of Nieuwstadt (1990), Fedorovich et al. (2001), and
Shapiro and Fedorovich (2004, 2006), and will only
be briefly summarized here. The model equations are
(1.8)–(1.11), together with an elliptic equation (Poisson
equation) for the perturbation pressure that results from
taking the X-, Y -, and Z- derivatives of (1.9), (1.10),
and (1.11), respectively, adding the resulting equations
together, and applying (1.12). The model equations
are discretized on a staggered Cartesian (X, Y , Z)
grid with a uniform spacing in a rectangular domain.
The spatial derivatives are discretized with second-order
finite difference expressions. The prognostic variables
are calculated by integrating (1.8)–(1.11) with respect
to time using a leap-frog scheme with a weak Asselin
filter. The filter constant is 0.25, which provides a
maximum Courant number of 0.75 with the second-order
central differencing in space. The elliptic equation for
the perturbation pressure is solved at each time step with
a Fast Fourier Transform technique over X–Y planes,
and tri-diagonal matrix inversion in the Z direction. On
the slope (Z = 0), no-slip and impermeability conditions
are imposed on the velocity components, the surface
buoyancy is prescribed, and the slope-normal derivative
of 
 is calculated as a residual from the slope-normal
equation of motion. At the top of the computational
domain, the normal gradients of all variables are set to
zero. Periodic boundary conditions are imposed for all
variables on the four lateral boundaries, the X–Z and
Y –Z slope-normal planes.

For the experiments described in this section, the slope
angle is α = 3°. For the experiment with the Coriolis
force, Bu = 1, and f is taken positive, while Bu = ∞
for the experiment without the Coriolis force. In the tur-
bulent flow simulations, the Reynolds number is set to
Re = 3000/

√
sin 3° ≈ 13 000, while for the laminar sim-

ulations, Re = 1/
√

sin 3° ≈ 4. The grid spacing in the
simulations is chosen to satisfy resolvability criteria for
the smallest scales of motion. Values of the dimension-
less spatial grid increments (
X = 
Y = 
Z) were 0.05
and 0.25 in the laminar and turbulent flow simulations,
respectively. The time step is adaptively determined so
that the stability criteria associated with the advection
(Courant–Friedrichs–Lewy criterion) and diffusion oper-
ators are satisfied.

Numerical results for a Prandtl-type laminar run
without Coriolis force are presented in Figure 2. The
boundary-layer character of the downslope wind and
buoyancy fields is well-established by time T = 2
(dimensional time, of order 2(N sin α)−1). A longer-time
simulation (not shown) indicates that the solution near the
end time in Figure 2 is very close to the steady-state solu-
tion. This steady state is approached as a low-frequency
gravity wave with dimensional frequency N sin α gradu-
ally decays with time. In the laminar simulation with the
Coriolis force (Figure 3), the downslope wind is qualita-
tively similar to that obtained in the simulation without
the Coriolis force. However, the buoyancy and cross-
slope wind in the simulation with the Coriolis force
continue to grow upward with time. A longer-time simu-
lation extending over 20 oscillation periods (not shown)
indicated that the buoyancy and cross-slope wind fields
had attained a steady state near the slope, but were

(a)

(b)

Figure 2. Evolution of (a) buoyancy B and (b) downslope velocity U

in the laminar flow along a uniformly cooled slope in the absence of
Coriolis force (Bu = ∞). Negative contours are dashed. Zero contours

are marked with bold solid lines.
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(a) (b)

(c)

Figure 3. Evolution of (a) buoyancy B, (b) cross-slope velocity V , and (c) downslope velocity U in the laminar flow along a uniformly cooled
slope in the presence of Coriolis force (Bu = 1). Negative contours are dashed. Zero contours are marked with bold solid lines.

still slowly growing in value far above the slope. These
results are consistent with the solutions of Gutman and
Malbakhov (1964), Lykosov and Gutman (1972) and
Egger (1985).

Numerical results from the turbulent simulations are
presented in Figures 4 and 5. Comparing the results
from the turbulent and laminar flow simulations with-
out Coriolis force (Figures 2 and 4), we first note that
the boundary layer in the turbulent flow is much thicker
than in the laminar flow (note change of scale of
Z axis), but in both cases the flows are approaching
steady states. Also apparent are high-frequency oscilla-
tions with dimensional frequency N . A lower-frequency
oscillation with dimensional frequency N sin α may also
be present, but a longer simulation would be required
to confirm it. However, in experiments with steeper
slopes and no Coriolis force (not shown), several peri-
ods of this low-frequency wave were apparent before
the end of the simulation. Comparing the laminar and
turbulent simulations with the Coriolis force (Figures 3

and 5), we see that the cross-slope velocity and buoy-
ancy fields exhibit a similar inexorable growth with dis-
tance above the slope in both cases. Apparently there
is no self-adjustment process in the turbulent flow that
allows (3.7) to be satisfied. Although this result is
obtained for a Reynolds number far smaller than would
be found in nature, the fact that qualitatively similar
behaviour appears in a laminar flow and its turbulent
counterpart suggests that the gross behaviour may be
fundamental.

A recent study by Kavčič and Grisogono (2007) sug-
gested that steady-state cross-slope velocity and buoy-
ancy fields could vanish far above the slope in a 1D
framework if suitable profiles of eddy viscosity and
diffusivity were adopted. However, in view of our
DNS results and the results summarized in section 2,
which suggest that even small background values of
ν and κ should profoundly change the structure of
the buoyancy and cross-slope velocity far above the
slope in the steady state, and the results in appendix
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(a)

(b)

Figure 4. As in Figure 2 but for the turbulent katabatic flow.

A concerning general height-dependent mixing coeffi-
cients, we have to question the conclusions of that lat-
ter study. It is likely that a steady state had not yet
been obtained for the results presented in that study,
and that a slow (but inexorable) upward growth of
the solution was occurring. Indeed, inspection of pan-
els (c) and (d) of Figure 3 of that paper show that the
numerical solution for the cross-slope velocity was slowly
evolving.

5. Linear analysis of 2D katabatic flow

In this section, a partial (limited) linear analysis of
(1.8)–(1.12) with a Prandtl number of unity is conducted
for steady-state katabatic flow with cross-slope (Y ) inho-
mogeneity and Coriolis force. The approach is similar to
that of the Egger (1981) and Kondo (1984) analyses of
slope flow with downslope (X) inhomogeneity without
Coriolis force. The flow is induced by a surface buoy-
ancy B(Y, 0) that is constant in a strip of finite Y -width,

and decays to zero as Y → ±∞. All flow variables are
independent of X. The U , V and B variables are con-
sidered to vanish as Y → ±∞, and their Z-derivatives
are considered to vanish as Z → ∞. No assumptions are
made for the remote behaviour of 
 since our analy-
sis is based on a vorticity/stream-function formulation in
which 
 does not appear. However, we anticipate that it
may not be possible for U , V and B themselves to actu-
ally vanish as Z → ∞; some variables might approach
non-zero values. Elucidating the behaviour of the flow
far above the slope is one of the main objectives of this
analysis.

5.1. Reduction of the governing equations

With the flow considered homogeneous in the X direc-
tion, all X-derivative terms drop from the linearized
versions of (1.8)–(1.12), including the downslope pres-
sure gradient force in (1.9). We also consider length
scales of cross-slope inhomogeneity large enough that the
∂2/∂Y 2 terms are much smaller than the ∂2/∂Z2 terms
in the Laplacians and can be safely neglected (boundary-
layer type approximation). Because of the shallowness
of katabatic flows, such an approximation should be
valid everywhere except for the vicinity of strong along-
or cross-slope variations of flow variables, should they
occur. Moreover, because of the presumed shallowness
of the flow, we use the hydrostatic approximation for the
slope-normal equation of motion. With these considera-
tions, the steady linearized versions of (1.8)–(1.12) with
Pr = 1 (chosen for convenience) appear as

0 = U − Wcotα + ∂2B

∂Z2 , (5.1)

0 = 1√
Bu

V − B + ∂2U

∂Z2 , (5.2)

0 = −∂


∂Y
cotα − 1√

Bu
U + ∂2V

∂Z2 , (5.3)

0 = −∂


∂Z
+ B, (5.4)

0 = ∂V

∂Y
+ ∂W

∂Z
. (5.5)

We eliminate V and W in (5.1)–(5.5) in favour of a
stream function � defined by

V = ∂�

∂Z
, W = −∂�

∂Y
. (5.6)

We also eliminate 
 from this system by subtracting
the Y -derivative of (3.4) from the Z-derivative of (5.3).
Collecting results, (5.1)–(5.4) reduce to the eighth-order
system:

0 = U + ∂�

∂Y
cotα + ∂2B

∂Z2 , (5.7)
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(a) (b)

(c)

Figure 5. As in Figure 3 but for the turbulent katabatic flow.

0 = 1√
Bu

∂�

∂Z
− B + ∂2U

∂Z2 , (5.8)

0 = −cotα
∂B

∂Y
− 1√

Bu

∂U

∂Z
+ ∂4�

∂Z4 , (5.9)

with (5.5) satisfied identically. Equation (5.9) is a down-
slope vorticity equation, with the first, second and third
terms accounting, respectively, for baroclinic generation,
tilting of planetary vorticity in the downslope direction,
and slope-normal diffusion of downslope vorticity.

We now inspect (5.7)–(5.9) far above the slope
(Z → ∞), where the Z-derivatives of the buoyancy and
velocity fields are supposed to vanish. Equation (5.9)
reveals that ∂B/∂Y → 0, that is, B becomes indepen-
dent of Y far above the slope. However, since B → 0
as Y → ±∞, we see that B itself vanishes far above the
slope. Equation (5.8) then shows that V (= ∂�/∂Z) must
vanish, while (5.7) indicates that U must compensate
the term containing ∂�/∂Y (= −W). These two terms
account for the downslope and slope-normal advection of
environmental potential temperature, respectively. Their

sum is the true vertical advection of environmental poten-
tial temperature, as can be seen by tracing the two
terms back to the thermodynamic energy equation (1.1)
and recalling that W cos α − U sin α is the true verti-
cal velocity field. Since this sum approaches zero far
above the slope, a non-zero U would be associated with
a purely horizontal streaming motion parallel to the envi-
ronmental isentropes. We also see from (5.3) that a non-
zero U far above the slope would be associated with a
non-zero ∂
/∂Y , a balance of these two terms indicating
a geostrophic balance. Since the initial state was of no
motion and no imposed pressure gradient, the presence
of non-zero U and ∂
/∂Y far above the slope in the
steady state would imply that a geostrophic adjustment
process had occurred. As will be shown below and con-
firmed by numerical simulations (section 6), a non-zero
remote value of U (with near-zero remote values for B

and V ) in the steady state is a feature of this strip flow.
In contrast, far above the slope in the 1D case (section
2), the steady state B and V fields are non-zero, while U

is zero.
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The eighth-order system (5.7)–(5.9) can be reduced to
a sixth-order system. Adding together (5.9), the equation
resulting from taking 1/

√
Bu times the Z-derivative of

(5.7), and the equation resulting from taking −cotα times
the Y -derivative of (5.8), yields ∂2G/∂Z2 = 0, where
G ≡ 1/

√
Bu∂B/∂Z + ∂2�/∂Z2 − cotα∂U/∂Y . Integra-

ting ∂2G/∂Z2 = 0 twice yields G = C + DZ, where C

and D are functions of integration, possibly functions of
Y . The vanishing of the Z-derivatives of all variables
far above the slope implies D = 0. We are tempted to
take C = 0 as this would force ∂U/∂Y (and hence U )
to vanish far above the slope. However, as we will see
in subsection 5.4, we are not at liberty to specify C, as
that would lead to an over-determined system. Rather, C

must depend on the other parameters of the problem. We
write G = C as

1√
Bu

∂B

∂Z
+ ∂2�

∂Z2 − cotα
∂U

∂Y
= C, (5.10)

and note that since (5.10) together with (5.7) and (5.8)
can be used to derive (5.9), we may use the sixth-order
system (5.7), (5.8), (5.10) in place of the eighth-order
system (5.7)–(5.9).

Taking the Fourier transform of (5.7), (5.8), (5.10) with
respect to Y yields

Û + iKcotα�̂ + d2B̂

dZ2 = 0, (5.11)

1√
Bu

d�̂

dZ
− B̂ + d2Û

dZ2 = 0, (5.12)

1√
Bu

dB̂

dZ
+ d2�̂

dZ2 − iKcotαÛ = Ĉ, (5.13)

where K is a cross-slope wave number, and a hat
denotes a Fourier-transformed variable. For example,
�̂ ≡ (2π)−1/2

∫∞
−∞ e−iKY �dY .

A particular solution of (5.11)–(5.13) is identified as

Ûp = i
Ĉ tan α

K
, �̂p = − Ĉ tan2 α

K2 , B̂p = 0. (5.14)

The general solution can be written as the sum of
this particular solution and the linearly independent
homogeneous parts:

Û = Ûp + �ŨeMZ, �̂ = �̂p + ��̃eMZ,

B̂ = �B̃eMZ, (5.15)

where the constant M needs to be determined. The
amplitude parameters Ũ , �̃, B̃ appearing in (5.15) are
independent of Z. Applying (5.15) in (5.11)–(5.13)
yields the matrix equation

(
M2 1 iKcotα
−1 M2 M/

√
Bu

M/
√

Bu −iKcotα M2

)(
B̃

Ũ

�̃

)
=
( 0

0
0

)
.

(5.16)

Non-trivial solutions of (5.16) only exist for a vanish-
ing determinant, that is, for M satisfying

M6 + (1 + 1/Bu)M2 − K2cot2α = 0. (5.17)

The placement of M in (5.15) identifies it as a
reciprocal vertical length scale. Of the six roots of
(5.17), we reject the roots with positive real part to
avoid unbounded growth far above the slope. The three
physically acceptable roots of (5.17) are obtained in
appendix B as (B9)–(B11). To determine the character
of the buoyancy B and cross-slope flow V (= ∂�/∂Z)

far above the slope, we are primarily interested in the
smallest of these roots as it corresponds to the largest of
the vertical length scales. In contrast, (5.15) indicates that
the behaviour of the downslope velocity U and slope-
normal velocity W(= −∂�/∂Y ) far above the slope is
controlled by Ĉ.

In the following, we assume the qualitative behaviour
of the cross-slope velocity and buoyancy solutions of
(5.15) far above the slope can be inferred from the
solutions M of (5.17) corresponding to a dominant
wave number K . This assumption is valid only if the
Fourier-transformed functions are narrow-banded in K ,
which should be the case for broad disturbances. Since
the dominant K should be inversely related to the
characteristic cross-slope width of the flow, one might
anticipate the dominant K should be inversely related
to the cross-slope width of the cold strip. However,
the question of how wide the flow should be will not
be addressed here. Rather, we assume that a dominant
K characterizes the flow, and that a dominant vertical
length scale associated with it is the smallest of the three
physically acceptable roots of (5.17).

In subsections 5.2 and 5.3 we consider simple approx-
imate solutions of (5.17) appropriate for small and large
values of the dominant cross-slope wave number K .
More specifically, the approximations are obtained for
small (
1) or large (�1) values of the K-dependent
parameter ε defined in (B5). The form of ε suggests that
a useful reference wave number Kref for these approxi-
mations is

Kref ≡ tan α(1 + 1/Bu)3/4, (5.18)

in terms of which ε becomes ε = (K/Kref)
233/2/2.

5.2. Small-K approximation

To obtain approximate solutions for M for small K

(K 
 Kref so ε 
 1), make repeated use of binomial
approximations in (B9)–(B11), obtaining

M1 = − Kcotα√
1 + 1/Bu

, M2 = −
(

1 + i√
2

)
(1 + 1/Bu)1/4,

M3 = M∗
2 , (K 
 Kref) (5.19)
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Table I. Vertical length scale |M1|−1ls versus slope angle α.

α

(°)
Bu ls

(m)
Kref K (= kls) |M1|−1ls

(m)

0.6 1.1 97.7 1.7 × 10−2 3.9 × 10−3 360
1.0 3.0 75.7 2.2 × 10−2 3.0 × 10−3 510
2.0 12.2 53.5 3.7 × 10−2 2.1 × 10−3 970
3.0 27.4 43.7 5.4 × 10−2 1.7 × 10−3 1340
4.0 48.7 37.9 7.1 × 10−2 1.5 × 10−3 1760
5.0 76.0 33.9 8.8 × 10−2 1.4 × 10−3 2200

M1 obtained from small-K formula (5.19). N = 0.01 s−1, ν =
1 m2 s−1, f = 10−4 s−1, k = 4 × 10−5 m−1. See text for details.

where an asterisk (∗) denotes complex conjugation. Of
these roots, only M1 depends on K . Since the magnitudes
of M1/M2 and M1/M3 are of the order K/Kref (
1),
the vertical length scale associated with M1 is larger
than that associated with M2 or M3. We note that as
K → 0, M1 vanishes, and the vertical length scale M−1

1
becomes infinite. A flow with K → 0 is equivalent to
a flow for which all Y -derivative terms in (5.1)–(5.5)
vanish and consequently W is zero everywhere (from
mass conservation and the impermeability condition).
This is the traditional 1D scenario (e.g. Egger, 1985),
for which it is known that V and B do not vanish at
infinity. Now consider an example with N = 0.01 s−1,
ν = 1 m2 s−1, f = 10−4 s−1, and the dominant cross-
slope length scale is k−1 = 25 km (k = 4 × 10−5 m−1).
The dominant dimensional vertical length scale |M1|−1ls
corresponding to these values and to a range of slope
angles is presented in Table I. The dominant values of K

(= kls) are much less than Kref, implying the validity of
(5.19) in this example.

5.3. Large-K approximation

To approximate the roots (B9)–(B11) for large K (ε � 1;
K � Kref), rewrite the roots in terms of 1/ε (
1) and
impose binomial approximations, obtaining

M1 = −(Kcotα)1/3, M2 = −
(

1 + i
√

3

2

)
(Kcotα)1/3,

M3 = M∗
2 . (K � Kref) (5.20)

These three roots are of similar magnitude, indepen-
dent of Bu, and increase as the third root of K . Accord-
ingly, the dominant vertical length scale is independent of
Bu and increases as the third root of the dominant cross-
slope length scale: M−1 ∝ (k−1)1/3. For an example, con-
sider N = 0.01 s−1, f = 10−4 s−1, ν = 1 m2 s−1, α =
1° (so ls ∼= 75.7 m, Kref

∼= 2.2 × 10−2) and a domi-
nant cross-slope length scale k−1 = 500 m (so k = 2.0 ×
10−3 m−1, K = kls ∼= 1.5 × 10−1 � Kref). From (5.20),
the corresponding dimensional vertical length scale is
|M1|−1ls ∼= 37 m.

5.4. Closure

From the analysis of subsection 5.1 we see that solutions
of (5.11)–(5.13) are of the form

B̂ = B̃1 exp(M1Z) + B̃2 exp(M2Z)

+ B̃3 exp(M3Z), (5.21)

Û = i
Ĉ tan α

K
+ Ũ1 exp(M1Z)

+ Ũ2 exp(M2Z) + Ũ3 exp(M3Z), (5.22)

�̂ = − Ĉtan2α

K2 + �̃1 exp(M1Z)

+ �̃2 exp(M2Z) + �̃3 exp(M3Z). (5.23)

Applying (5.21)–(5.23) in (5.11)–(5.13) yields three
sets of three equations, one set for each M . However,
the three equations in each set are not independent since
the matrix equation associated with each set is essentially
(5.16), whose determinant vanishes. Discarding one equa-
tion from each set leaves six independent equations. To
close the system, impose slope (Z = 0) boundary condi-
tions of specified buoyancy, impermeability, and no slip
for U and V (= ∂�/∂Z) in (5.21)–(5.23) and the Z-
derivative of (5.23), obtaining

B̂0 = B̃1 + B̃2 + B̃3, (5.24)

Ĉ tan2 α

K2 = �̃1 + �̃2 + �̃3, (5.25)

−i
Ĉ tan α

K
= Ũ1 + Ũ2 + Ũ3, (5.26)

0 = M1�̃1 + M2�̃2 + M3�̃3, (5.27)

where B̂0 is the Fourier-transformed surface buoyancy
B(Y, 0).

We thus obtain a closed system of ten equations in
ten unknowns (Ĉ, Ũ1, Ũ2, Ũ3, B̃1, B̃2, B̃3, �̃1, �̃2,
�̃3). Specifying C = 0 (Ĉ = 0), would result in an over-
determined system of ten equations in nine unknowns,
with no solution possible. Since Ĉ is generally non-
zero, (5.22) and (5.23) show that Û and �̂ do not
vanish far above the slope, although their Z-derivatives
do vanish. Accordingly, far above the slope, U , ∂U/∂Y

and W = −∂�/∂Y do not vanish, but V = ∂�/∂Z

and B do vanish. In view of the results described in
subsection 5.1 from the analysis of (5.7)–(5.9), these
non-zero U and W fields must be associated with a purely
horizontal streaming motion parallel to the environmental
isentropes.

Although the procedure for completing the analytical
solution of this problem is standard, work in that direction
suggested the process would be tedious, and the end result
not particularly enlightening. Rather than pursuing it, we
will focus on the numerical results for this case.
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6. Numerical simulations of 2D katabatic flow
(strip flow)

To confirm and extend the main results of the linear anal-
ysis of section 5, the numerical model outlined in section
4 was applied to laminar 2D katabatic flow induced by
an isolated strip of constant negative surface buoyancy
running down the slope. Several factors necessitated the
use of a very broad (compared to the width of the strip)
domain in the cross-slope direction. Firstly, in order to
simulate an isolated strip in the presence of periodic-
over-Y boundary conditions, very wide buffer zones of
zero surface buoyancy were needed on either side of the
strip. A series of preliminary experiments (not shown)
suggested that for a strip of fixed cross-slope width l,
increasing the size of the buffer zones led to proportional
decreases in the cross-slope velocity and buoyancy at the
top of the computational domain. This result was consis-
tent with the analysis of the doubly-periodic case (1) in
section 3: for a large but necessarily finite computational
domain width 2Ly , the X–Y average surface buoyancy
is not exactly zero, and so the buoyancy and cross-slope
velocity far above the slope should not be exactly zero,
but the values of those variables can be made arbitrarily
small by making 2Ly sufficiently large. For the param-
eter values chosen in our experiments, buffer zones ten
times the width of the strip resulted in values of buoyancy
and cross-slope velocity at the top of the computational
domain that were less than 10% of their peak values
in the boundary layer. Secondly, in order to simulate a
boundary-layer-like flow (subject of the linear analysis),
it was necessary for the strip width to be much larger
than the boundary-layer thickness. Finally, it was nec-
essary to have enough grid points in the slope-normal
direction to resolve flow features with strong vertical vari-
ations. The challenge was therefore to have enough grid
points in the cross-slope direction that the inequalities

Z = 
Y 
 |M|−1ls 
 l 
 2Ly were satisfied, where
the 
 symbols denote the spacing in the corresponding
direction. Our computational resources were insufficient
to simulate the small-K flows discussed in subsection 5.2,
but were marginally sufficient to satisfy the inequalities
for some large-K flows analysed in subsection 5.3. Thus,
we will focus here on large-K flows.

Experiments were conducted with Bu = 1, Re = 4.37
and α = 3° (so Kref

∼= 0.088). Each simulation was run
until a steady state was attained. Of the simulated vari-
ables, the buoyancy field consistently had the simplest
structure. It was dominated in the steady state by a nearly
symmetric (with respect to centre of strip) boundary layer
of negatively buoyant air capped by a shallow zone of
positively buoyant air. The presence of this buoyancy
maximum was robust in our experiments, and its ele-
vation above the centre of the strip provided a conve-
nient measure of boundary layer thickness zmax. Figure 6
depicts this boundary-layer thickness as a function of
strip width. If the dominant K was proportional to the
reciprocal non-dimensional strip width (although it is not
clear what the constant of proportionality should be in
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Figure 6. Steady-state boundary-layer thickness, estimated from the
height of buoyancy maximum, as a function of strip width l in the
katabatic flow with y heterogeneity described in the text. Symbols
denote numerical data. Solid line depicts a theoretical 1/3 law for

large-K flows.

that case, and the value of that constant could affect
whether the large-K condition K � Kref was satisfied),
then according to the linear theory, the boundary-layer
thickness should grow as the 1/3 power of the strip width.
According to Figure 6, the simulations with broader strips
did exhibit an approximate 1/3 power law behaviour. That
the flows with the smaller strip widths did not display this
behaviour is not surprising since the boundary-layer con-
cept on which the linear theory was based breaks down
when the strip width and zmax are of similar magnitude
(it can readily be inferred from Figure 6 that l is close to
zmax when l/ ls = 1).

The flow variables in the steady state for the case
where l/ ls = 11.7 are presented in Figure 7. Since the
bulk of the computational domain was occupied by the
buffer zones or by the region above the boundary layer,
flow visualization was facilitated by only displaying
variables in the lower half of the computational domain
and in the vicinity of the negatively buoyant strip. The
buoyancy field, the most symmetric of the variables,
indicates a cold pool just above the negatively buoyant
strip, capped by a small zone of positively buoyant air.
The tendency of the cold air to spread laterally outward
across the slope on either side of the strip (as in a
density current) in a very shallow layer (approximately
z < 0.02 km) is evident in the v field just above the
strip. Above that thin layer of outflow is a much thicker
zone of convergent flow (∂v/∂y < 0) and associated
weak subsidence necessitated by mass conservation. The
cold pool and the warm cap above it are located in
this subsidence zone; the cold pool is forced by the
surface buoyancy condition while the warm cap arises
from subsidence in the stably-stratified environment. The
velocity vectors in the Y –Z cross-slope plane (Figure 8;
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Figure 7. Contour plots of flow fields in the steady state for the 2D
experiment with Re = 4.37, Bu = 1, and l/ ls = 11.7. The x axis is
directed into the plot. Only the portion of the computational domain in
the vicinity of the strip is shown. Contour intervals for u, v, b, and w

are 2 · 10−4 m s−1, 2 · 10−4 m s−1, 10−3 m s−2, and 5 · 10−5 m s−1,
respectively. Negative contours are dashed. Zero contours are marked

with bold solid lines.

further zoomed in to the immediate vicinity of the strip)
indicate counter-rotating circulations on either side of the
strip centred on baroclinic zones of strong cross-slope
surface buoyancy gradient, a broad region of descent
between the two circulation centres, and a pronounced
cross-slope flow (from left to right) throughout the lower
part of the domain. The left-to-right bias in the cross-
slope flow just above the strip is due to the rightward

deflection of the primary katabatic downslope flow by
the Coriolis force. Returning to Figure 7, we see that
there is the expected downslope katabatic jet adjacent to
the strip, but there is also substantial asymmetry in that
flow component, with marked upslope flow throughout
approximately the left half of the flow domain and
downslope flow through the right half of the domain.
Associated with this flow asymmetry is a broad area
of positive slope-normal vorticity ζ = −∂u/∂y > 0 over
the strip. This slope-normal vorticity originates in the
stretching term in the slope-normal vorticity equation: in
the presence of cross-slope convergence (−∂v/∂y > 0),
positive ζ is produced by the stretching of planetary
vorticity, −f ∂v/∂y = f ∂w/∂z > 0. As seen in Figure 7,
a broad zone of peak cross-slope convergence −∂v/∂y

at z ≈ 0.1 km is closely associated with the broad zone
of peak ζ (= −∂u/∂y).

Figure 7 also shows that U and W do not vanish at the
half-way point to the top of the computational domain
(top of the figures); neither do these fields vanish at the
top of the computational domain. However, by checking
points at the top of the computational domain, we verified
that −U sin α nearly cancelled with W cos α, indicating
that the flow far above the slope was purely horizontal,
as predicted by the linear theory.

In view of the flow structure described above, we can
crudely infer the trajectories of air parcels in the regions
well above the cold pool (say, z > 0.2 km) and in the
lower part of the boundary layer.

In the upper region, a horseshoe-like circulation is
found in which

(u.1) air parcels in the environment on the left of
the strip (with respect to an observer looking
downslope) enter the top of the sloping boundary
layer horizontally along environmental isentropes,
in a combined upslope u < 0 and toward-slope
w < 0 flow, then

(u.2) move across the slope (v < 0) to the right side of
the strip where u and w reverse sign, and then

(u.3) leave the boundary layer horizontally, along envi-
ronmental isentropes.

The air circulation in the lower part of the boundary
layer is more complicated. Most air parcels in this region
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Figure 8. Velocity vectors in the y –z plane for the same experiment as in Figure 7. Vectors are displayed at every fifth grid point.
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Figure 9. Contour plots of b in the y –z plane at five different times early in the simulation for the 2D experiment with Re = 300, Bu = 1, and
l/ ls = 1.28. Negative contours are dashed. Zero contours are marked with bold solid lines.

(l.1) enter the boundary layer laterally, from the left
side of the strip, and continue to move right while
they also

(l.2) first move upslope (u < 0) and then downslope
(u > 0), and then

(l.3) leave the boundary layer laterally on the right side
of the strip.

However, other parcels at low altitudes exhibit more
corkscrew-like trajectories, moving either up- or down-
slope as they get caught in the baroclinic circulations on
either side of the strip.

Finally, we note that a common transient feature of
all simulated flows was the generation and propagation
of internal gravity waves. The waves were especially
pronounced in the w and b fields in an experiment with a
larger Reynolds number. The b field from an experiment

with l/ ls = 1.28, Bu = 1, Re = 300 is presented at
several early times in Figure 9. By tracking the position
of the zero contours near the top of the figure we see
that the waves originate over the centre of the strip and
propagate toward the right and left across the slope.
Observational studies have revealed the existence of low-
frequency oscillatory disturbances superimposed on the
mean katabatic flow (Tyson, 1968; Doran and Horst,
1981; Gryning et al., 1985; Stone and Hoard, 1989;
Helmis and Papadopoulos, 1996; Monti et al., 2002).
Several of these studies suggest that these oscillations
are internal gravity waves.

7. Conclusions

Previous studies have shown that steady boundary-layer-
type solutions for the buoyancy and cross-slope velocity
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are unattainable when the classical 1D Prandtl framework
of laminar katabatic flow along a uniformly cooled
sloping surface (without linear radiative damping) is
extended to include the Coriolis force. In the laminar
case, the downslope velocity exhibits a boundary-layer
structure, but the buoyancy and cross-slope velocity
fields spread inexorably upward. To see if this non-
intuitive behaviour was an artefact of the laminar flow
constraint, we conducted direct numerical simulation
(DNS) of turbulent katabatic flows with and without
the Coriolis force. Since the turbulence was explicitly
simulated in these DNS runs, there was no need for
closure assumptions concerning the values of the eddy
viscosity and diffusivity coefficients. However, it should
be borne in mind that our turbulence simulations were
carried out with a Reynolds number much smaller than
those found in real katabatic flows. Our results suggest
that, as in the laminar case, steady boundary-layer-
like solutions for the buoyancy and cross-slope velocity
variables are unattainable in the companion turbulent flow
when the Coriolis force is included: there is an inexorable
upward growth of the buoyancy and cross-slope velocity
fields. Simulations with larger Reynolds numbers will
be undertaken in the future, as computational resources
permit.

Based on the analyses of Coriolis effects in katabatic
flows in the atmosphere and related slope flows in the
ocean, we suggest that processes that might be consid-
ered to be of secondary importance may, if persistent,
prove to be vital in controlling the structure of the steady
state, especially for the cross-slope velocity and buoy-
ancy fields. In particular, provision for the finite nature of
real surface forcings and slopes, which was not required
to obtain steady boundary-layer-type buoyancy fields in
the classical non-rotating theory, may be essential when
provision is made for the Coriolis force. Linear theory
and corresponding numerical simulations of rotating 2D
flows forced by a cold strip of finite cross-slope extent
running down the slope did predict a steady state in which
the buoyancy and cross-slope velocity decayed far above
the slope. On the other hand, the downslope and slope-
normal velocity components did not vanish far above the
slope. Rather, these components comprised two purely
horizontal along-isentrope counter-flowing currents that
intersected the sloping boundary layer: an upslope current
entering the top of the boundary layer from the environ-
ment on one side of the strip, and a downslope current
flowing out of the boundary layer into the environment
on the other side of the strip. A vorticity-dynamics per-
spective reveals the pathway for the generation of these
counter-flowing horizontal currents. Baroclinically gener-
ated counter-rotating circulations arising from the lateral
finiteness of the strip (2D effects) produce a broad region
of subsidence above the strip, with a layer of conver-
gent cross-slope flow overlying a very shallow layer of
divergent cross-slope flow adjacent to the slope. In the
broad region of flow convergence, positive slope-normal
vorticity is generated through the stretching of planetary
vorticity. In this scenario, the slope-normal vorticity is

manifested as a shear flow, two counter-flowing horizon-
tal currents. The generation of this shear flow is thus
analogous to the spin-up of a vortex over axisymmetric
terrain (James, 1989; Parish and Bromwich, 1991; Parish,
1992), although in the latter case the subsidence and
associated stretching of planetary vorticity arise from the
primary katabatic flow down a conical slope, not from a
secondary baroclinically-generated circulation associated
with the finite cross-slope width of a strip.

In the future, we hope to explore the Bu–Re– l/ ls
parameter space for the strip problem in more detail,
with special emphasis on flows with larger Re and
l/ ls, as computational resources permit. We also plan to
extend our 2D (X–Z) similarity model of katabatic flow
with downslope inhomogeneity (Shapiro and Fedorovich,
2007) to include the Coriolis force.
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Appendix A. Generalizing (2.2) for Height-
Dependent Eddy Viscosity and Diffusivity
Coefficients

Equation (2.2) can be extended to a framework with
height-dependent eddy viscosity and diffusivity coeffi-
cients through a very slight modification of the proce-
dure outlined in section 2. We consider height variations
of ν and κ that are quite general, the only restrictions
being that the height dependences are the same (turbu-
lent Prandtl number Pr = ν/κ is constant), and neither
ν nor κ vanish at finite z. The extended 1D steady-state
versions of (1.1)–(1.3) become

0 = N2u sin α + d

dz

(
κ(z)

db

dz

)
, (A1)

0 = f v − b sin α + d

dz

(
ν(z)

du

dz

)
, (A2)

0 = −f u + d

dz

(
ν(z)

dv

dz

)
. (A3)

Eliminating u between (A1) and (A3) yields,

N2 sin α
d

dz

(
ν(z)

dv

dz

)
+ f

d

dz

(
κ(z)

db

dz

)
= 0. (A4)

Integrating (A4) and imposing (as before) the remote
conditions dv/dz, db/dz → 0 as z → ∞, we obtain

N2 sin αν(z)
dv

dz
+ f κ(z)

db

dz
= 0. (A5)
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Dividing (A5) by κ yields N2Pr sin αdv/dz + f db/

dz = 0. Integrating this latter expression and imposing
slope conditions of no-slip and specified buoyancy b0, we
obtain N2Pr sin αv + f b = f b0. Evaluating this result
together with (A2) as z → ∞ yields the remote (z → ∞)
values of b and v as

b∞ = b0

1 + PrBu
, v∞ = sin αb0

f (1 + PrBu)
, (A6)

which is identical to (2.2). Thus, the remote values
of b and v in the steady state are independent of the
mixing coefficients (constant or height-dependent). The
result is somewhat reminiscent of unsteady Couette flow
(one rigid boundary moved suddenly and one end held
stationary; p.190 of Batchelor, 1967). In that case the
steady-state structure (terminal state of the unsteady
problem) is independent of viscosity; viscosity only
affects the time-scale for the attainment of the steady
state.

Appendix B. Analytical Solution of (5.17)

In terms of a new variable P ≡ M2, (5.17) becomes a
cubic equation,

P 3 +
(

1 + 1

Bu

)
P − K2cot2α = 0, M = ±√

P ,

(B1)

which has the three roots (Abramowitz and Stegun, 1964,
p. 17),

P1 = s1 + s2, P2 = −1

2
(s1 + s2) + i

√
3

2
(s1 − s2),

P3 = −1

2
(s1 + s2) − i

√
3

2
(s1 − s2), (B2)

where

s1 ≡ q1/2


 r

q3/2 +
(

1 + r2

q3

)1/2



1/3

,

s2 ≡ q1/2


 r

q3/2 −
(

1 + r2

q3

)1/2



1/3

, (B3)

q ≡ 1 + 1/Bu

3
, r ≡ K2cot2α

2
. (B4)

It is convenient to introduce a parameter ε defined as

ε ≡ r

q3/2 = 33/2

2

K2cot2α

(1 + 1/Bu)3/2 , (B5)

in terms of which s1 and s2 become

s1 = q1/2 {(1 + ε2)1/2 + ε
}1/3

,

s2 = −q1/2 {(1 + ε2)1/2 − ε
}1/3

. (B6)

Since r and q (and hence ε) are real and positive,
s1 is real and positive, while s2 is real and negative.
Accordingly, P3 and P2 are complex conjugates of each
other. We also note that since s2 is negative and has a
magnitude less than that of s1 (which is positive), s1 + s2

is positive.
It is convenient to rewrite P2 and P3 in polar form.

For P2 we write P2 = �2 exp(iλ2) where

�2 = q1/2
[{

(1 + ε2)1/2 + ε
}2/3

+ {(1 + ε2)1/2 − ε
}2/3 + 1

]1/2
, (B7)

λ2 = π − tan−1




√
3



{
(1 + ε2)1/2 + ε

}1/3

+ {(1 + ε2)1/2 − ε
}1/3{

(1 + ε2)1/2 + ε
}1/3

− {(1 + ε2)1/2 − ε
}1/3




 ,

(B8)

and the principal value of the inverse tangent function is
taken. In arriving at (B8), we recognized that cos λ2 <

0 and sin λ2 > 0, and so identified λ2 in the second
quadrant.

Taking the square roots of these P , and rejecting the
roots with positive real part to avoid growing solutions
far above the slope, we obtain three physically acceptable
roots M:

M1 = −
(

1 + 1/Bu

3

)1/4 [{
(1 + ε2)1/2 + ε

}1/3

− {(1 + ε2)1/2 − ε
}1/3
]1/2

, (B9)

M2 = −
(

1 + 1/Bu

3

)1/4 [{
(1 + ε2)1/2 + ε

}2/3

+ {(1 + ε2)1/2 − ε
}2/3 + 1

]1/4
eiλ2/2, (B10)

M3 = M∗
2 , (B11)

where an asterisk (∗) denotes complex conjugation. In
arriving at the leading minus sign in (B10), we noted
that since λ2 is in the second quadrant, λ2/2 is in the
first quadrant, and so eiλ2/2 has positive real part.
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