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ABSTRACT

The spatially variable advection-correction/analysis procedure introduced in Part I is tested using analytical

reflectivity blobs embedded in a solid-body vortex, and Terminal Doppler Weather Radar (TDWR) and

Weather Surveillance Radar-1988 Doppler (WSR-88D) data of a tornadic supercell thunderstorm that passed

over central Oklahoma on 8 May 2003. In the TDWR tests, plan position indicator (PPI) data at two volume

scan times are input to the advection-correction procedure, with PPI data from a third scan time, intermediate

between the two input times, that is used to validate the results. The procedure yields analyzed reflectivity

fields with lower root-mean-square errors and higher correlation coefficients than those reflectivity fields that

were advection corrected with any constant advection speed.

1. Introduction

Attempts to mitigate errors in data analysis arising

from the nonsimultaneity of the data collection have

numerous applications in radar, mesoscale, and satellite

meteorology and in hydrology. Research on this prob-

lem has largely focused on the advection problem and

the development of advection-correction/analysis pro-

cedures in which the horizontal advection components

of patterns (e.g., of radar reflectivity) are estimated and

then used to shift the nonsimultaneously gathered data

to analysis grid points at a common analysis time. In most

of these procedures, the advection components are treated

as constant. In Part I of this study (Shapiro et al. 2010,

hereafter Part I) we reviewed the use of these techniques

in radar meteorology and introduced a Lagrangian pro-

cedure for the advection-correction/analysis of reflectivity

data in which the advection components varied spatially.

In the proposed method, the reflectivity-pattern trajec-

tories, horizontal advection fields, and reflectivity fields

are to be analyzed simultaneously using a combined an-

alytical and numerical solution of the Euler–Lagrange

equations. The cost function underpinning the procedure

is very similar to those of some single-Doppler velocity

retrievals, especially the variational echo tracking (VET)

procedure (Laroche and Zawadzki 1995), but the intended

application is advection correction of radar data rather

than retrieval of air velocity. In this companion paper

(Part II), the procedure is tested using analytical and

real data.

In section 2 we consider the advection of analytical

reflectivity blobs embedded in a solid-body vortex. Al-

though the input reflectivity field satisfies the frozen-

turbulence constraint exactly, the velocity components

in a solid-body vortex do not satisfy the natural bound-

ary conditions for the analysis procedure (which were

shown in Part I to be zero-normal-gradient conditions)

and do not yield minimum values for the smoothness

constraints (only constant values would minimize those
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terms). Accordingly, although these tests are highly ide-

alized, they are not true identical twin tests, and possible

weaknesses of the analysis procedure stemming from the

natural boundary conditions and smoothness constraints

can be examined.

In section 3 the procedure is tested using terminal

Doppler weather radar (TDWR) and Weather Surveil-

lance Radar-1988 Doppler (WSR-88D) data of a tor-

nadic supercell thunderstorm that passed over the

southern Oklahoma City metropolitan area on 8 May

2003. Throughout much of its mature phase, the storm

was relatively close to three Doppler radars: KTLX

(WSR-88D radar in southeastern Oklahoma City), KOUN

(dual-polarized prototype WSR-88D radar in central

Norman), and KOKC (TDWR radar in northwestern

Norman). Data from this well-sampled storm have been

used in dynamical and microphysical analyses (Romine

et al. 2008; Kumjian and Ryzhkov 2008, 2009), storm-

scale data assimilation (Hu and Xue 2007; Dowell and

Wicker 2009; Aksoy et al. 2009), and evaluations of

tornado-detection procedures (Ryzhkov et al. 2005; Liu

et al. 2007; Wang et al. 2008; Potvin et al. 2009). The

storm’s close proximity to the radars and its fast (and

spatially variable) advection speed (;17 m s21 toward

the east-northeast) make it a good test case. These real-

data tests allow us to examine the procedure in a much

less idealized setting than the solid-body vortex test; in

the real-data case all of the constraints and boundary

conditions are presumably inappropriate to some degree.

2. Solid-body vortex tests

In preliminary tests (not shown) of the spatially vari-

able analysis procedure with a solid-body vortex test

case and 8 May 2003 data from a WSR-88D radar (KTLX,

which has 1-km radial resolution for the reflectivity field),

the procedure would fail to converge, converge to physi-

cally unreasonable solutions, or exhibit strong sensitivity

to the trajectory time step if the analysis grid spacing was

much smaller than the spatial resolution of the data and

the trajectory time step was very small. These problems

stemmed from large (and spurious) gradients of input

reflectivity data resolved on the analysis grid when spa-

tially coarse data were represented with very high spatial

resolution. The problems disappeared when the spatial

resolution for the analysis grid was made comparable to

that of the data. Preliminary tests also showed that a

slight smoothing of the input reflectivity data benefited

the analysis. In the solid-body vortex experiments of this

section, and the 8 May 2003 experiments of section 3, the

input data were subjected to a nine-point smoother, a

three-point smoother applied successively in the x and y

directions following (11–87) of Haltiner and Williams

(1980). Such a smoother removes small-scale grid noise

(two-gridlength waves) in the data; although it also

dampens other wavelengths, its effect decreases rapidly

with wavelength.

In the solid-body vortex tests, the ‘‘true’’ reflectivity

field consisted of reflectivity blobs advected by an axi-

symmetric vortex of constant angular velocity. The vortex

was centered on the lower left corner (x 5 0, y 5 0) of a

square analysis domain. The reflectivity data were spec-

ified as a superposition of a spatially periodic array of

blobs rotating with the vortex, and a stationary pattern of

grid-scale noise,

R 5 c sin2 b
r � a

a

� �h i
sin2[4(u� vt)] 1 R

noise
and

(2.1)

R
noise

5 d sin
2px

l
noise

� �
sin

2py

l
noise

� �
, (2.2)

where R is the true reflectivity field, Rnoise is the re-

flectivity field associated with the noise, v is the vortex

angular velocity, and r 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 1 y2

p
and u 5 sin21(y/r)

are, respectively, the radial and azimuthal coordinates of

an analysis point in a cylindrical coordinate system cen-

tered on the vortex. Since the analysis domain is in the

first quadrant (x $ 0, y $ 0), the principal branch of the

inverse sine should be considered in the evaluation of u.

The test parameters were specified as a 5 25 km, b 5 5

(dimensionless), c 5 50 dBZ, d 5 5 dBZ (so amplitude

d of the noise was 10% of the amplitude c of the blobs),

v 5 0.0004 s21, and lnoise 5 Dx/7.3. This latter value was

chosen so that the waves comprising Rnoise would be too

small to be resolved on the analysis grid, and the phases

of these waves at adjacent grid points would not be equal.

The analysis grid was a 50 km 3 50 km square with a grid

spacing of Dx 5 Dy 5 500 m. The scan period was T 5

300 s, and the time step for the trajectory calculation was

Dt 5 15 s. The convergence thresholds for the relaxation

algorithm and the overall procedure were set at 1023 and

1021 m s 21, respectively. The procedure was initialized

with U and V set to zero. Experiments focused on the

sensitivity of the analyzed fields to the smoothness weight

b, introduced in Part I [see (2.1) and the subsequent de-

scription]. Tests were performed with b 5 1, 3, 10, 100,

and 200 dBZ2.

The reflectivity data were obtained by evaluating (2.1)

and (2.2) on the analysis grid at the two constant altitude

plan position indicator (CAPPI) times t 5 0 and t 5 T

and then applying the nine-point smoother. These input

fields along with the analyzed reflectivity field at an in-

termediate time (t 5 T/2) from the experiment with b 5

100 dBZ2 are shown in Fig. 1. Despite application of the
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smoother, the reflectivity field at the two input times still

has a noisy (corrugated) appearance.

The spatially variable advection components we seek

to recover are the Cartesian wind components associ-

ated with a solid-body vortex:

U 5�vy and V 5 vx. (2.3)

For the domain size and vortex intensity considered in

these tests, (2.3) yields peak magnitudes of U and V of

20 m s21. These peaks should be attained along the

northern edge of the domain for U and along the eastern

edge for V. However, (2.3) shows that the zero-normal-

gradient boundary conditions imposed in the analysis

are not consistent with the solid-body vortex U on north–

south boundaries or V on east–west boundaries. As we

will see, the largest errors in our analyzed U field are

associated with these southern and northern boundaries.

Since the V field is essentially the same as the U field

rotated by 908, results will only be shown for the U field.

As shown in Fig. 2, experiments with b in a 3–100-dBZ2

range yielded advection fields that were relatively in-

sensitive to b, although with the expected tendency for

larger values of b to be associated with smoother ad-

vection fields. Figure 2 shows that the analyses captured

the main trend in the spatial dependence of the U field.

The greatest errors in U were evident on the north and

FIG. 1. Advection of reflectivity blobs in a solid-body vortex. The input data are obtained from (2.1) and (2.2) at (a)

t 5 0 and (c) t 5 360 s. (b) The advection-corrected reflectivity for the b 5 100 dBZ2 experiment at the intermediate

time t 5 180 s. Contour interval is 4 dBZ.
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south boundaries, where the zero-normal-gradient con-

dition forced isolines of U to approach the boundaries at

right angles, in contrast to the behavior of the true U field.

The experiment with b 5 200 dBZ2 (not shown) yielded

a U field very similar to that obtained with b 5 100 dBZ2.

The experiment with b 5 1 dBZ2 (not shown) yielded

a noisy and distorted U field and did not fully converge.

For the experiments shown in Fig. 2, the analyzed re-

flectivity field at the time midway between the two

CAPPI times (t 5 T/2 5 180 s) was examined and found

to be in qualitatively good agreement with the true re-

flectivity field (individual blobs at the middle time were

approximately halfway between their respective loca-

tions at the first and second CAPPI times). An example

of the advection-corrected reflectivity field at this mid-

dle time is shown in Fig. 1b. Figure 1 also shows that the

advection-corrected reflectivity field is less noisy than

the two input reflectivity fields, illustrating the smooth-

ing effect of combining data from the two end points of

the trajectories. Figure 1 also shows that the footprint of

analyzed data is slightly less than the area of the analysis

domain. The data voids near the edges of the analysis

domain arise from missing data at one or both end points

of the trajectories.

The root-mean-square error (RMSE) in the retrieved

reflectivity field at t 5 T/2 for the experiment shown in

Fig. 2 was 0.83 dBZ. For an experiment in which the

azimuthal wavenumber in the true reflectivity field was

FIG. 2. Contour plot of U field in a solid-body vortex (a) from the exact solution (2.3), and (b)–(d) from the spatially

variable advection correction experiments with (b) b 5 3 dBZ2, (c) b 5 10 dBZ2, and (d) b 5 100 dBZ2. Contour

interval is 1 m s21.
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reduced by a factor of 2 from the default value [the

number multiplying u in (2.1) reduced from 4 to 2], the

RMSE dropped to 0.46 dBZ. In experiments in which

the azimuthal wavenumber was doubled and tripled

from its default value, the RMSE increased to 1.30 and

1.66 dBZ, respectively. However, a further decrease in

the scale of the disturbance (azimuthal wavenumber

quadrupled from the default value) yielded an RMSE of

20.99 dBZ. Such a catastrophic result was associated with

reflectivity blobs that were too small to be properly re-

solved on the analysis grid—in some regions the true

reflectivity changed by an amount equal to the peak

amplitude 50 dBZ over a distance of less than one anal-

ysis grid interval.

3. TDWR and WSR-88D test case: 8 May 2003
supercell thunderstorm

In this section we report on experiments using KOKC

(a TDWR radar) and KTLX (a WSR-88D radar) data of

a tornadic supercell thunderstorm that passed over cen-

tral Oklahoma on 8 May 2003. Since operational TDWRs

scan their lowest elevation angle much more frequently

(up to ;1-min return time) than operational WSR-88Ds

(;4–5-min return time), it is convenient to focus the

quantitative verification on experiments using data from

these lowest-level TDWR scans: scans are thinned in

time to yield a temporal resolution comparable to that of

WSR-88D data, and the subsequent analysis is com-

pared to an intermediate (withheld) TDWR scan. We

used WSR-88D data only in qualitative tests.

Deployed near major U.S. airports, TDWRs are

C-band Doppler radars designed to detect microbursts,

wind shear, and other aviation hazards (Michelson et al.

1990; Vasiloff 2001; Shun et al. 2003; NOAA/NWS 2005).

The radial velocity and reflectivity fields are sampled with

a range resolution of 150 m. The half-power beamwidth is

0.558, but because of processing and communications

limitations in the radar data acquisition computer, the

data are degraded to an azimuthal resolution of Df 5

1.08. The TDWR reflectivity data are known to suffer

from attenuation in heavy precipitation, but the Doppler

velocities are relatively unaffected as long as there

is sufficient return power to the radar. In contrast, the

WSR-88D S-band Doppler radars have a range resolu-

tion of 1 km (for reflectivity) and a half-power beam-

width of 0.958 and suffer relatively little attenuation

(Crum and Alberty 1993; Klazura and Imy 1993). Since the

8 May 2003 supercell storm was in its most intense phase

when it was passing through the southern Oklahoma City

metropolitan area north of the KOKC radar, one would

expect significant attenuation of the KOKC reflectivity

on the northern side of the storm during that period. A

visual comparison of the reflectivity imagery from the

KOKC (Fig. 8a) and KTLX (Fig. 13) radars over the

same analysis domain strongly suggests this was indeed

the case (note especially the reflectivity differences in

the region 20 km , x , 30 km, y . 15 km).

Tests were performed using data from the lowest

KOKC elevation angle (0.68 scans) at 2222:55, 2225:16,

and 2227:17 UTC. Data from the first and third scans

were supplied to the advection-correction procedure [so

the two plan position indicator (PPI) times were spaced

slightly more than 4 min apart], while data from the

second (middle) scan were used to validate the results.

Data from these three scans were manually edited using

SOLO II software (Oye et al. 1995) and then interpolated

to a 60 km 3 35 km (x, y) Cartesian analysis grid with

a grid spacing of Dx 5 Dy 5 500 m using REORDER

software (Oye and Case 1995). This latter step used

two-dimensional Cressman interpolation (Haltiner and

Williams 1980) with a radius of influence that expanded

with range (Rc 5 0.98r) to account for the spread of the

data at larger radar probe volumes. The analysis grid en-

closed most of the storm, including the attenuated north-

ern region, at all three observation times. Details of the

editing, quality-controlling, and interpolation procedures

are described in Donner (2007). Figure 3 depicts PPIs of

the KOKC reflectivity and radial velocity fields from

the two input times, 2222:55 and 2227:17 UTC.

The spatially variable analysis procedure was run with

a computational time step of Dt 5 17.47 s, a value chosen

to yield parcel displacements of less than one grid in-

terval over one time step, while also insuring that one of

the computational times would be very close to the middle

(verification) PPI time. The convergence thresholds for

the relaxation algorithm and the overall procedure were

set at 1023 and 1022 m s21, respectively. The results

were quantitatively verified by comparing the KOKC

reflectivity PPI constructed at 2225:16 UTC with the in-

terpolation procedure described above to the advection-

corrected reflectivity at the computational time closest to

this PPI time. The chosen computational time was within

2 s of that PPI time. For each experiment we calculated

the RMSE and correlation coefficient (Cor),

RMSE 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
�(X �Y)2

r
and

Cor 5

�XY � �X

� �
�Y

� ��
nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�X2� �X

� �2,
n

vuut
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Y2� �Y

� �2,
n

vuut
,

(3.1)
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where X is an advection-corrected variable, Y the cor-

responding observed variable, and the sums extend over

the n analysis grid points for which both advection-

corrected and observed variables are available.

To help gauge the merit of the spatially variable

advection-correction procedure, the statistical results were

compared with those from three sets of constant U, V

advection-correction experiments in which U and V were

each set to a succession of values ranging from 0 to

25 m s21 in 1 m s21 increments (262 experiments in each

set). The same trajectory/interpolation subroutines and

parameter settings used in the spatially variable pro-

cedure were used in these constant U, V experiments. A

first set of constant U, V experiments was performed

with forward-only trajectory analyses, that is, with par-

cels advected forward in time to the second PPI time

(2227:17 UTC) and no use made of data from the first

PPI time (2222:55 UTC). The resulting statistics are

presented in Fig. 4. A corresponding set of constant U, V

experiments was performed with backward-only trajec-

tory analyses (Fig. 5) and with combined (via linear in-

terpolation on each trajectory) forward and backward

trajectory analyses (Fig. 6). In all three sets of experi-

ments, the best results (in terms of lowest RMSE and

highest correlation coefficient) were obtained for a similar

pair of U, V values (U 5 15 m s21, V 5 10 m s21). These

values are consistent with what one could estimate visu-

ally from the en masse advection of the storm in the re-

flectivity imagery of Fig. 3. The results from the combined

forward and backward trajectory experiments (Fig. 6)

were notably better than those from either the forward-

only (Fig. 4) or backward-only (Fig. 5) trajectory ex-

periments. This suggested that the evolution effects

apparent in several regions of the storm in the reflectivity

imagery (e.g., regions of new convection in the hook echo

and just north and south of the hook echo) were better

accounted for when information at both input times were

combined.

Spatially variable advection-correction experiments

were performed with a range of smoothness weights.

The procedure was initialized with first guesses of U ’
4.5 m s21 and V ’ 3.4 m s21 that were obtained from

a single pass of the Gal-Chen (1982) reflectivity-based

procedure (i.e., a noniterative version). As seen in Fig. 6,

these first-guess values are not very close to the optimal

constant values, although they are at least in the same

quadrant as those values. Experiments with b ranging

from 75 to 1000 dBZ2 converged in 20–40 s of CPU time

on a two-processor Mac Pro (2.66-GHz dual-core Intel

Xeon) running Intel FORTRAN 9.1 with OS 10.4.11.

FIG. 3. (top) Reflectivity and (bottom) radial velocity from the 0.68 elevation angle of the KOKC radar on 8 May

2003 at (left) 2222:55 and (right) 2227:17 UTC. Data are displayed on the Cartesian analysis grid used in the

advection-correction experiments. White areas indicate missing values. The radar is approximately 7.43 km south

and 7.31 km east of the origin (0, 0) of the analysis grid.
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Experiments with b 5 25 dBZ2 and b 5 50 dBZ2 were

also run, although the algorithm had not converged by

the end of those runs (i.e., after 100 iterations). As seen

in Table 1, the RMSE and Cor values for all of these

spatially variable experiments, even those that had not

yet converged, were better than those for any of the

constant U, V experiments (Figs. 4–6). The RMSEs in

most of the spatially variable experiments were about

15% lower than the lowest RMSE (’5.3 dBZ) in the

best constant U, V experiment. The results from the spa-

tially variable experiments are quite similar for a broad

range of these b, although the results for b 5 1000 dBZ2

and larger (not shown) begin to degrade, as do the re-

sults for b 5 75 dBZ2 and smaller.

Inspection of the analyzed U and V fields (not shown)

reveals that the b 5 25 dBZ2 and b 5 50 dBZ2 results are

fairly noisy. That the reflectivity analyses for those cases

are still better than those for any constant U, V experi-

ment is likely due to the fact that U and V appear in

integrated form in the reflectivity analysis (3.10) and

(3.11) of Part I, and integration is a smoothing (noise

reducing) process. In the experiments with b ranging

FIG. 4. Contour plots of reflectivity (left) RMSE and (right) Cor for 8 May 2003 KOKC advection-correction

experiments with imposed constant U, V components and forward-only trajectory analyses. Results are valid at

2225:16 UTC. Contour interval for reflectivity RMSE is 0.1 dBZ. Contour interval for reflectivity Cor is 0.0025.

FIG. 5. As in Fig. 4, but for backward-only trajectory analyses.
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from 100 to 1000 dBZ2 there is relatively little change in

U or V other than a slight progressive smoothing with

increasing b. This behavior is consistent with that seen in

the solid-body vortex tests of section 2. As a represen-

tative example, we consider the U, V fields from the b 5

400 dBZ2 experiment (Fig. 7). The most salient feature

is the eastward intensification of the westerly advection

component (U). This intensification is consistent with

what can be inferred visually from the reflectivity field at

the two time levels in Fig. 3: the far western edge of the

storm and the hook echo on the southwestern part of the

storm both advect eastward more slowly than the for-

ward flank (northeastern part of storm). The V field is

more complex, and although the magnitudes of V are

generally less than that of U, comparison with Fig. 3

shows that the V field asymmetries provide a reasonable

account of the north–south motions of the reflectivity

pattern. We note that the zone of very small (’0 m s21)

values of V in the north-central part of the domain is

likely a consequence of attenuation.

FIG. 6. As in Fig. 4, but for combined forward and backward trajectory analyses.

TABLE 1. RMSE and Cor for spatially variable advection-

correction experiments using 8 May 2003 KOKC radar data.

Data for R and yr from the 0.68 KOKC PPI scans at 2222:55 and

2227:17 UTC are input to the procedure. Advection-corrected fields

are output at a time corresponding to a third (intermediate) PPI scan,

2225:16 UTC, and compared to the data at that time. Experiments

B25–B1000 are spatially variable advection-correction experiments

with smoothness weights b ranging from 25 dBZ2 (experiment B25)

to 1000 dBZ2 (experiment B1000). An asterisk indicates that the

procedure had not yet converged.

B25* B50* B75 B100 B200 B400 B600 B1000

R RMSE

(dBZ)

4.85 4.76 4.59 4.57 4.54 4.48 4.49 4.88

R Cor 0.971 0.971 0.974 0.974 0.974 0.974 0.975 0.969

yr RMSE

(m s21)

1.52 1.52 1.55 1.54 1.55 1.54 1.55 1.62

yr Cor 0.969 0.969 0.968 0.968 0.968 0.968 0.968 0.965

FIG. 7. Spatially variable U, V fields obtained from the b 5

400 dBZ2 experiment with KOKC reflectivity data from the 8 May

2003 test case.

3464 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 67



The advection-corrected reflectivity from the b 5

400 dBZ2 experiment valid at 2225:16 UTC and the cor-

responding PPI analysis are presented in Figs. 8d and 8a,

respectively. The corresponding results from a forward-

only trajectory analysis and a backward-only trajectory

analysis are shown in Figs. 8b and 8c, respectively. One

can see that the advection-corrected reflectivity fields in

all three experiments are smoother than the reflectivity

fields at the verification PPI time (Fig. 8a) and the input

PPI times (Fig. 3). This is due to application of the nine-

point smoother, the interpolation of data to the trajec-

tories, and, in the case of the combined forward and

backward trajectory analysis (Fig. 8d), the blending of

data from two input PPI times. This latter analysis is the

smoothest of the three analyses—and the analysis with

the smallest errors. Since the backward-only trajectory

analysis depicted in Fig. 8c is, by design, very similar to

the input reflectivity at the first input time (top left panel

of Fig. 3), it is unable to make provision for the ‘‘filling

in’’ of the hook echo and the new convective development

on the northwestern part of the storm evident at the sec-

ond input time (top right panel of Fig. 3). Similarly, the

forward-only trajectory analysis depicted in Fig. 8b was

not informed of the distinct narrow spiral-like shape of

the hook echo at the first input time. In contrast, the

combined forward and backward trajectory analysis

‘‘splits the difference’’ between features appearing at

the two input times, and yields the best results. An ex-

periment in which the latter analysis was rerun with the

nine-point smoother turned off (not shown) yielded a

reflectivity field very similar to that obtained with the

smoother but with ;2% degradation of the RMSE.

Additional experiments were run to explore the pos-

sibility that the analyzed reflectivity field was sensitive to

the first guesses for U and V (i.e., due to the potential for

solution nonuniqueness identified in Part I). Experi-

ments with b ranging from 25 to 1000 dBZ2 were rerun

with first guesses for U and V set to zero. Such advection

fields are even weaker than those used to initialize the

original experiments. The results were nearly identical

to those obtained previously (differed by less than 0.5%

from the values in Table 1), with the exception of ex-

periment B25 where the RMSE had risen to 5.35 dBZ

(although, as in the original experiment, the procedure

had not converged in B25). Experiments were then re-

run with much larger first guesses for U and V, namely

FIG. 8. Reflectivity analyses on the 0.68 elevation angle of the KOKC radar for the 8 May 2003 test case. (a) KOKC

reflectivity field at 2225:16 UTC. Reflectivity fields advection-corrected to 2225:16 UTC using (b) forward-only

trajectory analysis and data from 2227:17 UTC, (c) backward-only trajectory analysis and data from 2222:55 UTC,

and (d) both forward and backward trajectory analysis and data from both 2222:55 and 2227:17 UTC. White areas

indicate missing values.
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U 5 15 m s21 and V 5 25 m s21. The results in this case

differed from those in Table 1 by less than 0.5% for all

values of b.

Next, we consider an ad hoc advection-correction pro-

cedure for the radial velocity field based on integrating

(1.3) from Part I along the trajectories obtained from the

reflectivity-based method and imposing the radial velocity

data on both end points of those trajectories (i.e., at

2222:55 and 2227:17 UTC). The interpolation formula

obtained from (1.3) is

y
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. (3.2)

This advection correction can be easily implemented

through minor modifications of the numerical subroutines

used in the reflectivity-based procedure. However, since

(1.3) is not used in the calculation of the trajectories (pre-

sumably that would be the more appropriate constraint

FIG. 9. Contour plots of radial velocity (left) RMSE and (right) Cor for 8 May 2003 KOKC advection-correction

experiments with imposed constant U, V components and forward-only trajectory analyses. Results are valid at

2225:16 UTC. Contour interval for radial velocity RMSE is 0.05 m s21. Contour interval for radial velocity Cor is

0.005.

FIG. 10. As in Fig. 9, but for backward-only trajectory analyses.
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in this case), it is not clear how useful this ad hoc ap-

proach will be. Additionally, since constancy of U and V

is invoked in the derivation of (1.3) (Gal-Chen 1982),

(3.2) cannot be strictly true for the case of spatially

variable U and V, although as long as U and V are

smoothly varying, this should be a relatively small source

of error. The statistics for experiments with the same

range of b considered above are presented in Table 1.

FIG. 11. As in Fig. 9, but for combined forward and backward trajectory analyses.

FIG. 12. Radial velocity analyses on the 0.68 elevation angle of the KOKC radar for the 8 May 2003 test case.

(a) KOKC radial velocity field at 2225:16 UTC. Radial velocity fields advection-corrected to 2225:16 UTC using

(b) forward-only trajectory analysis and data from 2227:17 UTC, (c) backward-only trajectory analysis and data from

2222:55 UTC, and (d) both forward and backward trajectory analysis and data from both 2222:55 and 2227:17 UTC.

White areas indicate missing values.
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These results can be compared with the results from

constant U, V experiments conducted with forward-

only trajectory analyses (Fig. 9), backward-only trajec-

tory analyses (Fig. 10), and combined forward and

backward trajectory analyses (Fig. 11). One sees that

the spatially variable procedure yields results that are

better than those obtained from any of the constant U, V

forward- and backward-only trajectory analyses but very

similar to (actually very slightly worse than) the best of

the constant U, V combined forward and backward

trajectory analyses. Thus, while use of spatially vari-

able reflectivity-based advection fields yielded gener-

ally good results with the advection correction of radial

velocity data (RMSE’ 1.5 m s21), the spatially variable

nature of the advection fields did not add value. Pre-

sumably, further improvements in the advection cor-

rection of the radial velocity might be attained through

use of a purely radial velocity–based analysis procedure.

The radial velocity fields produced by the spatially vari-

able procedure run in forward-only, backward-only, and

combined forward and backward trajectory analysis modes

are depicted in Fig. 12. Compared to the differences

between the analyzed reflectivity fields evident in Fig. 8,

the differences between the analyzed radial velocity fields

in Fig. 12 are relatively subtle. A notable exception is ap-

parent in the vicinity of the tornado (x’ 19 km; y’ 7 km),

where the backward-only trajectory analysis (Fig. 12c)

has the most distinct velocity couplet. This is likely due to

the fact that the tornado was actually weakening during

the analysis time window, and the backward-only analysis

only uses data from the first input time.

Finally, we consider the question of vertical continuity

of the U, V fields. Since there is no explicit analysis con-

straint linking the U, V fields in the vertical, one may ask

whether having ‘‘well-behaved’’ input data (data that do

not exhibit sharp variations in the vertical) is sufficient to

obtain correspondingly well-behaved U, V fields. Since

operational TDWR radars sample the atmosphere with

relatively coarse resolution in the vertical (elevation an-

gle spacing roughly 3 times that of operational WSR-88D

radars), we conducted our vertical continuity tests with

data from the KTLX WSR-88D radar. Tests were per-

formed using KTLX reflectivity CAPPIs constructed on

the 600-, 1100-, 1600-, and 2100-m (ASL) elevations over

the same analysis domain (same size, location, and spatial

resolution) and close to the same time period as in the

KOKC experiments. The volume scans used in the pro-

duction of each set of the input CAPPIs began at 2220:54

and 2226:10 UTC (volume scan time for KTLX was

;1 min longer than for KOKC). An example of one of

the input CAPPIs is given in Fig. 13. The sequence of U, V

fields obtained from the combined forward and backward

trajectory analysis with b 5 400 dBZ2 is shown in Fig. 14.

One sees immediately that both U and V fields vary only

gradually with height. It is also apparent that although the

KTLX U, V fields are in qualitatively good agreement

with the corresponding KOKC fields, there are some

notable differences. In particular, the KTLX U field is

up to ;5 m s21 weaker than the KOKC U field in parts

of the northern and eastern regions of the domain, while

the KTLX V field is up to ;5 m s21 stronger than the

KOKC V field in part of the north central region. We

speculate that the attenuation of KOKC reflectivity data

played a role in some of the discrepancies.

4. Summary and future work

The focus of this two-part study was the development

and evaluation of an advection-correction/analysis pro-

cedure for radar reflectivity in which the pattern-advection

components vary spatially. Part I was concerned with the

formulation of the procedure and drawing attention to the

possibility that the present method as well as related

methods of analysis (e.g., VET) were potentially subject

to temporal aliasing (solution nonuniqueness). In Part II,

tests of the procedure using analytical reflectivity blobs in

a solid-body vortex and using 8 May 2003 TDWR and

WSR-88D reflectivity data from a supercell thunder-

storm confirmed the utility of the method. In the TDWR

tests, the new procedure yielded analyzed reflectivity

fields with lower RMSEs and higher correlation co-

efficients than reflectivity fields that were advection-

corrected with any constant advection speed. The

qualitatively reasonable advection fields obtained with

the new procedure and relative insensitivity to the first

guesses of the advection components indicated that

FIG. 13. KTLX reflectivity CAPPI at 600 m (ASL) at 2226:10 UTC

8 May 2003, a time intermediate between the two reflectivity PPI

input times in the KOKC experiments (cf. Fig. 3) and ;1 min after

the KOKC reflectivity PPI verification time (cf. Fig. 8). Analysis

domain is as in Figs. 3 and 8 but is valid at a constant height rather

than at a constant elevation angle. The color bar has been slightly

altered from that in Figs. 3 and 8 to display the slightly larger peak

reflectivity values observed by the KTLX radar. White areas indicate

missing values.
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useful information about the differential motions of re-

flectivity features was being extracted, and suggested that

problems stemming from the potential for solution non-

uniqueness did not occur. However, the reader is cau-

tioned that the potential for solution nonuniqueness does

exist in this procedure and the related VET method

(see Part I). Indeed, Laroche and Zawadzki (1995) and

Germann and Zawadzki (2002) have noted multiple

minima in the VET cost functions in some of their tests.

Germann and Zawadzki (2002) suggest that, in practice,

an accurate analysis can be obtained if one uses a rea-

sonably accurate first guess.

A procedure to advection correct radial velocity

data using the same advection fields obtained from the

reflectivity-based procedure was also tested with 8 May

2003 TDWR data. Although the results were generally

good, the RMSEs were not lower than those obtained in

the experiment with the best constant U, V parameters.

FIG. 14. Spatially variable (left) U and (right) V fields obtained from b 5 400 dBZ2 analyses using KTLX radar

reflectivity data from the 8 May 2003 test case. Results are shown for the (a) 600-, (b) 1100-, (c), 1600-, and (d) 2100-m

(ASL) elevations.
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We speculate that better results might be obtained using

spatially variable U, V fields derived from a purely radial-

velocity-based analysis procedure. This will be the subject

of a future investigation.
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