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Abstract

The two techniques most often used to retrieve the three-dimensional wind (zonal, meridional, and vertical) from wind profiling radars are Doppler Beam Swinging (DBS) and Spaced Antenna (SA). These well-known techniques are based on the assumption of homogeneity across the region defined by the radar beam directions. However, this assumption is not always valid due to the presence of spatial inhomogeneities in the wind field and shear. The SA method incorporates only a vertical beam for transmission. The backscattered signal is then received using spatially separated antennas. As a result, the SA technique relies less heavily on spatial homogeneity compared to DBS. However, SA could be more sensitive to vertical velocity variations, especially in active convective boundary layer cases. In DBS, the time needed to complete a typical DBS scan can also make temporal variability a concern, which is often on the order of a few minutes.

The present study employs a combination of a virtual radar and Large-Eddy Simulations (LES) in order to evaluate different wind-profiling radar methods of estimating wind in the presence of horizontal shear of vertical velocity. Measurements from DBS are compared with those from SA. For this study, the DBS method was configured for five beam directions (each with a beam width of 9 degrees) in the four cardinal directions with a zenith angle of 15.5 degrees and a vertical beam. Dwell time for each beam was set to 30 s, producing a revisit time of 2.5 min. The SA method was designed with three receivers: one located at the center of the LES sub-domain, the others 1 m to the zonal and meridional directions, respectively. The SA dwell time is set to 60 s. Results from both DBS and SA were compared to the “true” fields obtained directly from the LES.

1. INTRODUCTION

Boundary layer radars (BLR) are widely used to study and monitor the lower atmosphere [e.g., Angevine et al., 1994; Angevine, 1999; Cohn and Angevine, 2000; Grimsdell and Angevine, 2002; Scipion et al., 2008]. Profiles of the wind vector directly above the instrument are obtained using the DBS method [Balsley and Gage, 1982]. The BLR can be used to study the boundary layer under a wide variety of meteorological conditions, which has been proven invaluable for such investigations [e.g., Rogers et al., 1993; Angevine et al., 1994; Wilczak et al., 1996; Dabberdt et al., 2004].

SA is another technique [Briggs and and D. H. Shinn, 1950] that has been used to obtain wind profiles and turbulence in the boundary layer [Cohn et al., 2001]. If the wind is uniform, SA can measure the cross-beam wind, as well as the radial wind component within the radar resolution volume [Doviak and Zrnić, 2006; Zhang and Doviak, 2007]. The Full Correlation Analysis (FCA) method was introduced by Briggs [1984] as a technique which uses both the auto- and cross-correlation functions to estimate wind. SA systems are used to infer the motion and changes of the diffraction pattern and are used to estimate the parameters of the laminar and/or turbulent flow advecting a multitude of scatterers assumed to be uniformly distributed throughout the radar’s resolution volume [Holloway et al., 1997].

A different method to estimate the cross-beam wind is presented in Doviak et al. [1996]; Holloway et al. [1997] which also uses the auto- and cross-correlation function. None of the methods [Briggs, 1984; Doviak et al., 1996] considers the effects of shear on the cross-beam wind estimates. A new approach was presented in Zhang and Doviak [2007] which includes this effect in their formulation.

A realistic case is considered that incorporates all typical forcings that drive a daytime clear CBL [Botnick and Fedorovich, 2008]. Flow structure for this CBL case is investigated through both real radar measurements and
numerical simulations. Numerically generated, CBL flow fields are employed in two ways. First, they are used to emulate a virtual BLR along the lines discussed in Muschinski et al. [1999] and Scipion et al. [2008]. Second, they represent a source of reference information about the CBL turbulent flow.

The setup for the study includes the simulation of two different kinds of radars. One includes a conventional setup used to retrieve winds using DBS, and it consists of one single radar pointing in five non-coplanar directions. The second emulates the SA setup with three receivers to obtain the cross-beam wind in the zonal and meridional directions. For the DBS setup, the three wind components are obtained through application of the technique presented in Balsley and Gage [1982]. The wind components from SA are obtained after applying the method presented in Doviak et al. [1996] and Holloway et al. [1997].

This paper is organized as follows. In Section 2, the main features of the LES code employed in this study are briefly described with a focus on recently implemented features and methodologies of using LES for CBL flow data generation. Theoretical derivations of the shear effects in the wind estimation techniques, DBS and SA, are presented in Section 3. The virtual radar is presented in Section 4 along with the radar experimental setup and some modifications for the SA radar. Section 5 discusses comparisons of wind fields and horizontal shear of vertical velocity obtained by different techniques. Finally, in Section 6, conclusions are summarized and directions of future work are outlined.

2. LARGE EDDY SIMULATIONS (LES)

The main features of the LES code employed in our study are described by Fedorovich et al. [2004a, b] and Conzemius and Fedorovich [2006]. Over the last two years, the code has undergone several revisions aimed at improving its numerical accuracy and the ability to perform in realistic atmospheric environments. Simulation initialization procedures were modified to incorporate realistic atmospheric sounding data which was retrieved from observations or from larger-scale atmospheric model/analysis outputs [Botnick and Fedorovich, 2008]. The LES was applied to reproduce a daytime CBL case observed at the Southern Great Plains Atmospheric Radiation Measurement Climate Research Facility (SGP ACRF) in Lamont, Oklahoma, on June 8 2007. A sub-set of the LES output was employed as an input data set for the virtual BLR. The BLR sub-domain had spatial limits of 1860 m ≤ X ≤ 3260 m, 1860 m ≤ Y ≤ 3260 m, and 0 m ≤ Z ≤ 2000 m. The BLR used three-dimensional fields of potential temperature Θ, specific humidity q, flow velocity components u, v, and w along the coordinate directions x, y, and z, respectively, and sub-grid TKE ε. A snapshot of the simulated CBL flow structure is given in Figure 1.

By its nature, the clear atmospheric CBL is a turbulent boundary layer, whose turbulence is primarily forced by heating from the underlying surface. Another characteristic feature of the CBL flow is its coherent structure on larger scales that is represented by convective updrafts (thermals) and downdrafts which are clearly observed in the vertical velocity field pattern (see Fig. 2).

3. SHEAR EFFECTS

3.1. Doppler Beam Swinging

Usually, the calculations of DBS winds are under the strict assumption that the three wind components are constant across the region defined by the beam locations. However, if we consider that only the vertical velocity assumption does not hold and introducing the horizontal components of the vertical velocity shear, we can...
write the equation for any oblique beam as:

\[ V_r = u_o \sin \theta \sin \phi + v_o \sin \theta \cos \phi + \tilde{w} \cos \theta, \quad (1) \]

\[ \tilde{w} = w_o + s_u z_o \tan \theta \sin \phi + s_v z_o \tan \theta \cos \phi, \quad (2) \]

\[ s_u = \frac{\tilde{w} - w_o}{z_o \tan \theta}, \quad \phi = 90^\circ, \quad (3) \]

\[ s_v = \frac{\tilde{w} - w_o}{z_o \tan \theta}, \quad \phi = 0^\circ, \quad (4) \]

where \( u_o, v_o, \) and \( w_o \) are the zonal, meridional, and vertical mean wind flow; \( \theta \) and \( \phi \) are the zenith and azimuth angles respectively; \( z_o \) is the vertical range where the radial velocity is calculated; \( \tilde{w} \) is the true vertical velocity at the beam position; finally, \( s_u \) and \( s_v \) represent the horizontal shear components of the vertical velocity caused by the horizontal gradient in the true vertical velocity (\( \tilde{w} \)) and the assumed constant mean vertical wind (\( w_o \)) within the volume defined by all the beams.

Regrouping terms can lead to a more known expression for the radial velocity:

\[ V_r = (u_o + s_u z_o) \sin \theta \sin \phi + (v_o + s_v z_o) \sin \theta \cos \phi + w_o \cos \theta \]

\[ V_r = \tilde{u} \sin \theta \sin \phi + \tilde{v} \sin \theta \cos \phi + w_o \cos \theta \]

where \( \tilde{u} = u_o + s_u z_o \) and \( \tilde{v} = v_o + s_v z_o \) are the DADS-measured zonal and meridional wind biased by the horizontal shear of the vertical wind in the \( x \) and \( y \) direction [Zhang and Doviak, 2007]. The solution to the set of equations (multiple beams) shows that the horizontal shear effect caused by the vertical velocity can not be separated from the horizontal wind estimates.

### 3.2. Spaced Antenna

In Zhang and Doviak [2007], the generalized theoretical expression for the cross-correlation for spaced antenna wind profilers is presented. However, the equation had been derived for a horizontal pointing weather radar, and needs to be adapted for a vertically pointing wind profiler in the same fashion it is presented in Doviak et al. [1996] and Holloway et al. [1997]. The modified equation is presented in below:

\[ c_{12}(\tau) = \exp(-2j k_o w_o \tau - 2\lambda^2 (\sigma_R s_o^2 - \sigma_v^2) \tau^2 - \beta_h^2 ((u_o + s_u z_o) \tau - \Delta x/2)^2 - \beta_h^2 ((v_o + s_v z_o) \tau - \Delta y/2)^2), \quad (7) \]

where \( \tau \) represents the time lag, \( k_o = 2\pi/\lambda \) is the radar wavenumber, \( \lambda \) is the radar wavelength, and \( \Delta x \) and \( \Delta y \) represent the separation of the two receivers along the \( x \) and \( y \) direction, respectively. \( \sigma_i \) is the root-mean-square error (rms) wind variability of each wind component for isotropic turbulence, \( \sigma_R \) is the second central moment of the range weighting function assumed to be equal for both receivers, \( \beta_h \) is related to the scale length of the diffraction pattern (see equations 3, 4, 5, and 6 of Holloway et al. [1996]), and \( u_o, v_o, \) and \( w_o \) are the three wind components. Finally, \( s_u, s_v, \) and \( w_o \) are the three components of the vertical velocity shear. The effects of the vertical wind \( w_o \) and vertical shear \( s_w \) are typically small and will be omitted in the future [Holloway et al., 1997; Zhang and Doviak, 2007].

Taking the magnitude of (7) and rewriting in a more convenient form, we obtain the normalized autocorrelation (\( \Delta x, \Delta y = 0 \)) and cross-correlation functions for receiving antenna separations less than the width of the transmitter’s antenna beam at the range of interest:

\[ |c_{11}(\tau)| = \exp[-\beta_h^2 (\tilde{u}^2 + \tilde{v}^2) - 2k_o^2 \sigma_v^2 \tau^2] + \frac{N}{S} \delta(t) \quad (8) \]

\[ |c_{12}(\tau)| = \exp[-\beta_h^2 (\tilde{u} \tau - \Delta x/2)^2 - \beta_h^2 \tilde{v} \tau^2 - 2k_o^2 \sigma_v^2 \tau^2], \quad (9) \]

where \( S \) is the signal power, \( N \) is the receiver noise power, \( \delta(\tau) \) is the Dirac delta function, and \( \tilde{u} = u_o + s_u z_o \) and \( \tilde{v} = v_o + s_v z_o \) are the SA measured wind components in the \( x \) and \( y \) direction, in other words, the
baseline wind biased by the baseline shear [Zhang and Doviak, 2007].

Equations 8 and 9 are the same as the ones presented in Holloway et al. [1997], and are used to estimate the measured wind and turbulence. Once again, it is clear that it is impossible to separate the horizontal shear component of the vertical velocity from the measured wind, and if significantly large, the estimates of the horizontal wind will be erroneous.

4. EXPERIMENTAL CONFIGURATIONS

4.1. DBS Configuration

The method used to emulate the virtual radar signal within the atmospheric flow fields generated by LES is described by Scipion et al. [2008] and is based on the work of Muschinski et al. [1999]. The time-series data for the virtual BLR are created by summing the contributions from each LES point within the radar resolution volume which is defined by the radar pulse width and beam width. The virtual radar is patterned after a Vaisala UHF volume which is defined by the radar pulse width and beam width. The virtual radar is patterned after a Vaisala UHF volume which is defined by the radar pulse width and beam width.

In the present study, a range resolution of 60 m is used. Additive white Gaussian noise, corresponding to a signal-to-noise ratio (SNR) of 5 dB, was added to the time-series data to produce more realistic signals. The three spectral moments (power, mean radial velocity, and spectral width) are estimated after conventional spectral analysis of the time-series data. The maximum time period for this case was $\sim 11.5$ hr. Radial velocities were later used to estimate the wind components using DBS.

4.2. SA Configuration

The radar simulator for this study was developed following the procedure described in the section 4.1; however, a few modifications are required for simulation of the SA receiver signals. The signal amplitude in the simulator after time $\tau$ is proportional to $C_n^2$ and inversely proportional to $r_0^2$, which is the range of the center of the sampling volume. The phase difference is proportional to the

5. RESULTS

The estimates from the horizontal wind ($u$ and $v$) were analyzed for three different quantities: resolved LES values along a vertical profile at the center of the simulation domain (LES), DBS estimates calculated from the radial velocities of the virtual BLR pointing in the five directions (DBS), and SA estimates calculated from the three
spaced receivers auto- and cross-correlation functions (SA). The averaging time chosen for all the estimates is 5 min.

To obtain the DBS values, the following procedure was used. First, radial velocities from each of the five virtual BLR beams were estimated with a dwell time of 30 s. Second, velocity samples were computed every 2.5 min representing the DBS sampling time. Third, the DBS technique was used to retrieve the three wind components. Finally, the wind components were averaged over 5-min. The LES data were averaged in time to obtain the 5-min estimates used for comparison. Estimates from SA are calculated every 60 s. Wind estimates from SA were averaged over the same time period.

Values of the two wind components \((u, v)\) obtained by different techniques are presented in Figures 3 (zonal) and 4 (meridional). Estimates from DBS and SA do not appear to be as smooth as those from LES, which is primarily due to the shear effect described in Section 3. Other causes for the discrepancies are the realistic noise contamination and associated measurement error. For SA estimates, it is clear that the technique can not resolve the first three heights due to a lack of LES grid points within the resolution volume. In the following analysis, these three heights are removed. The bias error in both wind estimates (zonal and meridional) is analyzed in more detail for each of the techniques.

The DBS error estimates are presented in Figure 5, where the zonal and meridional estimates are plotted versus their corresponding LES estimates. There is good agreement between both estimates. After plotting the difference between the DBS and LES wind estimates (bias error) as a function of wind speed, it is clear from the plot that the larger errors occur at lower wind speeds. In this CBL case, these velocities are located within the mixed layer where the strong updrafts and downdrafts occur (see vertical velocity in Fig. 2) and cause a strong horizontal shear of vertical velocity effect in the zonal and meridional wind estimates.

According to the theory presented in Section 3, the main cause of this bias error is the horizontal shear of the vertical velocity [Zhang and Doviak, 2007]. In realistic measurements, it is impossible to separate this effect from the real wind estimates, and/or to evaluate this quantity. In this unique situation, the “true” vertical wind \((\ddot{v})\) at each beam direction had been recorded directly from the LES vertical wind field. The resultant horizontal shear of the vertical velocity is calculated at each LES step (1 s) using equations 3 and 4, averaged in time to obtain the 5-min estimates, interpolated at each height, and presented in panels middle-top and bottom panels of Figure 6 for the zonal and meridional components, respectively.
Figure 5: Error analysis of the DBS estimates. Top-left: zonal wind comparison between DBS and LES. Top-right: meridional wind comparison between DBS and LES. Bottom-left: zonal wind error vs. wind speed. Bottom-right: meridional wind error vs. wind speed.

Figure 6: Error analysis as a function of time. Top: zonal wind error from DBS estimates. Middle-top: range corrected zonal shear from LES. Middle-bottom: meridional wind error from DBS estimates. Bottom: range corrected meridional shear from LES.
From the plot, it is clear that there is good correlation between the bias error in the zonal and meridional estimates and the horizontal shear of the vertical velocity. There are some other features that need to be mentioned. In the theoretical calculations, especially at the beginning of the simulation, the shear effect is not present above the BL top. However, there is still some bias noticeable in the zonal and meridional bias error. This might be an overestimation of the wind component due to inhomogeneities within the volume that encloses the five DBS beams [Cheong et al., 2008]. There is also a clear indication of the vertical shear of the horizontal wind located at almost the same height of the BL top; graphically, it can be identified as the “blue” band located at approximately 1000 m.

The bias error is now analyzed as a function of height and is compared with horizontal shear of the vertical velocity (see Fig. 7). As expected, the larger errors occur at lower heights (within the CBL) where strong updrafts and mild downdrafts are present. This zone is characterized with strong horizontal shear caused by vertical velocity. This effect is observed clearly in both wind components (zonal and meridional). There is good correlation between the biased error and the range corrected horizontal shear (see bottom panels).

As in the case of DBS, the bias error is analyzed for the SA technique. The comparison between the zonal and meridional wind estimates from SA and LES are presented in Figure 8. In general, the estimates agree well, but are more spread out than those of DBS. The same widening in the spread is observed when the biased error is plotted as a function of wind speed (bottom). It is again clear that the larger errors occur at lower wind speeds. Again, lower horizontal wind speeds are present within the mixed layer of the CBL. It is also noticeable (especially in the zonal wind bias error) that at about 18 m s$^{-1}$ the bias error is reduced drastically, an indication of strong winds above the BL top.

The bias error is now plotted as a function of height for the entire simulation and compared with the theoretical horizontal shear of the vertical velocity (see Fig. 9). Calculations of the theoretical shear vary from those of DBS. In this case, the shear is calculated inside the resolution volume as the average of the gradients of the vertical velocities along the $x$ and $y$ directions. The theoretical shear is presented in Figure 9 for the zonal (middle-top) and meridional (bottom) wind components. Again, there is a correlation between the bias error and the horizontal shear of the vertical velocity. However, there are clearly other factors that contribute to this bias in the SA wind estimates, needing further analysis.

![Figure 7: Error analysis of the DBS estimates as a function of height. Top-left: zonal error. Top-right: meridional error. Middle-left: range corrected zonal shear from LES. Middle-right: range corrected meridional shear from LES. Bottom-left: zonal wind error vs. range corrected zonal shear. Bottom-right: meridional wind error vs. range corrected meridional shear.](image-url)
Figure 8: Error analysis of the SA estimates. Top-left: zonal wind comparison between SA and LES. Top-right: meridional wind comparison between SA and LES. Bottom-left: zonal wind error vs. wind speed. Bottom-right: meridional wind error vs. wind speed.

Figure 9: Error analysis as a function of time. Top: zonal wind error from SA estimates. Middle-top: range corrected zonal shear from LES. Middle-bottom: meridional wind error from SA estimates. Bottom: range corrected meridional shear from LES.
The error and the range corrected shear are now plotted as a function of height in Figure 10. As the DBS case, the major error is located at lower heights (within the CBL). However, the spread is wider than the DBS estimates (measurements and theoretic). Finally, a scatter plot of both quantities is presented in which the correlation between them is clearly present.

![Graphs showing error analysis and shear plots](image)

Figure 10: Error analysis of the SA estimates as a function of height. Top-left: zonal error. Top-right: meridional error. Middle-left: range corrected zonal shear from LES. Middle-right: range corrected meridional shear from LES. Bottom-left: zonal wind error vs. range corrected zonal shear. Bottom-right: meridional wind error vs. range corrected meridional shear.

6. CONCLUSIONS

Comparison of the virtual BLR estimates of three-dimensional winds obtained with two techniques (DBS and SA) have been presented. A modification of the virtual boundary layer radar is also included for the simulation of the SA receiver signals based on LES. The LES was initialized with the CBL case observed on the U. S. Central Plains on June 8, 2007. There is reasonable agreement between the zonal and meridional estimates from SA and DBS. These quantities are also compared with a vertical profile of the wind fields located at the center of the LES sub-domain, which is collocated with the virtual radars. The LES profiles are considered as ground “truth”, and are used as a reference for comparison.

Usually, the bias in the DBS estimates is attributed to the presence of inhomogeneities within the volume encompassed by the beams. This effect is also reduced if the number of beams and the averaging time is increased [Cheong et al., 2008]. If the only effect that causes discrepancies in the estimates are inhomogeneities, the SA technique would have better estimates than DBS because it relies less on the homogeneity assumption due to the close proximity of the receivers and narrowness of antenna beam patterns. However, the results presented show that the SA estimates are worse than the DBS estimates in the zonal and meridional component.

After deeper investigation of the results, it was found that the main cause of the discrepancies or bias error in the DBS and SA compared with LES are due the presence of horizontal shear of the vertical velocity.

This shear affects both techniques differently. The derivation of the shear effect in DBS estimates is presented in Section 3.1. In SA, the theoretical shear was adapted from the work of Zhang and Doviak [2007] and presented in Section 3.2. The DBS uses oblique beams in the estimation of horizontal winds. The projection of the vertical beam shear within the oblique beams depends on the zenith angle. The bigger the angle the lower the influence of the shear in the estimates of the wind. This is probably the main cause of the lower bias error in DBS than in SA.

The good agreement between the bias error of the zonal and meridional winds and the theoretical range corrected horizontal shear of the vertical velocity for both techniques supports that the theory is correct. In active CBL cases, the error can be more than 400%, especially within the mixed layer (see Figs. 5 and 6: bottom).

Another factor that contributed to an increase in the bias error is the vertical shear of the horizontal wind that can be clearly observed in the DBS estimates. This requires further analysis. Also, there are some other causes of error in the SA estimates which need theoretical formulation. These causes will be addressed in future work.
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