Analytical description of a nocturnal low-level jet
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An exact analytical solution of the equations of motion is presented for the Blackadar conceptual model of the nocturnal low-level jet as an inertial oscillation arising from the sudden release of frictional constraint (near-cessation of dry-convective turbulent mixing) near sunset. The jet is modelled as a transient one-dimensional boundary-layer phenomenon, with the release of frictional constraint emulated by an impulsively reduced mixing coefficient (eddy viscosity). Prior to the reduction, the flow is in an equilibrium state described by the classical steady-state Ekman solution. The dimensional parameters of the transient problem are the Coriolis parameter, the post- and pre-sunset eddy viscosities, and an imposed pressure gradient force. The corresponding non-dimensional problem is governed by a single parameter, the ratio of the post- and pre-sunset mixing coefficients. The solution is obtained by the method of Laplace transforms. Copyright © 2010 Royal Meteorological Society
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1. Introduction

The nocturnal low-level jet is an atmospheric boundary-layer phenomenon most extensively documented over the Great Plains of the United States (e.g. Blackadar, 1957; Hoecker, 1963; Bonner, 1968; Parish et al., 1988; Mitchell et al., 1995; Stensrud, 1996; Zhong et al., 1996; Whitman et al., 1997; Banta et al., 2002; Song et al., 2005; Banta, 2008; Walters et al., 2008) but also observed at many other locations worldwide (see references in Sládčík and Kanter, 1977; Stensrud, 1996; Beyrich et al., 1997). The jet typically begins to develop around sunset, under dry cloud-free conditions conducive to strong radiational cooling, reaches a peak intensity in the early morning hours, and then decays shortly after dawn, with the onset of daytime convective mixing. It is characterized by an anticyclonic turning of the wind vector with time, and the development of a pronounced wind maximum typically at levels less than 1 km above ground level, and frequently at levels less than 500 m above ground level. The peak jet winds are often supergeostrophic by 70% or even more.

As discussed in Stensrud (1996) and Shapiro and Fedorovich (2009), nocturnal low-level jets exert significant influence on weather and regional climate. The jets provide dynamical and thermodynamical support for the development of deep convective storms and heavy rain events, they can transport lower-tropospheric air pollutants hundreds of miles over the course of a night, they affect the seasonal dispersal of fungi, pollens, spores and migrating insects, and they are an important source of energy for the wind-energy industry. Strong wind shear associated with low-level jets is an aviation hazard.

Several theories have been advanced for the dynamical origin of these jets. Blackadar (1957) described the nocturnal jet as an inertial oscillation that develops over flat terrain in response to the rapid stabilization of the boundary layer that occurs near sunset under relatively dry, cloud-free conditions (the characteristics of the daytime convective boundary layer, nocturnal boundary layer, and the evening transition are summarized in Stull (1988) and Sorbjan (1989)). The process of jet formation can be explained with the aid of a schematic hodograph diagram (Figure 1). During the day, the flow is considered to be in an equilibrium state, with the horizontal pressure gradient force, Coriolis force and frictional force (turbulent stress) balancing each other. The daytime wind for a site in the Northern Hemisphere
is represented on Figure 1 by a curve (OAB) that turns anticyclonically with height from the ground (point O) to the top of the boundary layer (point B), where frictional effects are minimal and the flow is nearly geostrophic. If skies are clear and the air is dry, radiational cooling and the change of sign of the heat transfer from the ground near the time of sunset \( t = 0 \) result in a rapid decay of the vertical mixing in the boundary layer. Free of a frictional constraint, air parcels accelerate under the resulting force imbalance. The inviscid solution for the subsequent motion is represented on the hodograph plane by a circle whose radius \( R \) is the distance of a point on the initial hodograph (point A) from the geostrophic point B. In other words, the amplitude of the oscillation (radius \( R \)) is proportional to the initial ageostrophic wind speed. Accordingly, the oscillation amplitude is expected to grow as the ground is approached until the frictional force, which inevitably becomes important near the ground, becomes large enough. The period of the oscillation is \( 2\pi f / f \), where \( f \) is the Coriolis parameter.

Although not explicitly included in the original Blackadar theory (1957), frictional stress was included in the follow-up study by Buajitti and Blackadar (1957), with a variety of time and height variations considered for the eddy viscosity (mixing coefficient). However, most of the eddy viscosities considered in that study evolved gradually (single frequency, 24 h period) and did not emulate the more rapid changes expected during the evening transition period (Fig. 1 of Staley, 1956; Fig. 22 of Yamada and Mellor, 1975; Fig. 5 of Hong et al., 2006). Although one eddy viscosity in the Buajitti and Blackadar study did change more rapidly – as a piecewise linear function of time – the very coarse vertical grid used in the numerical solution was not generally suited to resolve a boundary-layer-like response, in terms of the low elevation of wind maximum, shallowness of the layer of supergeostrophic winds, and intensity of peak winds. Sheih (1972) obtained an exact analytical solution for the case of a gradually varying (single-frequency, 24 h period) spatially constant eddy viscosity, the same problem for which Buajitti and Blackadar (1957, section 2) obtained an approximate analytical solution. Thorpe and Guymer (1977), Beyrich and Klose (1988), and Singh et al. (1993) further modified the one-dimensional Blackadar theory of the nocturnal low-level jet by considering a variety of stress parametrizations, though with various structural or dynamical features treated as vertically discontinuous, slab-like or layered. Wippermann (1973), Delage (1974), Brook (1985), and Davies (2000) extended the Blackadar conceptual model by incorporating vertically continuous (apart from numerical discretization) turbulent stress parametrizations in their one-dimensional planetary boundary layer models. Recent advances in computer technology are making large-eddy simulation (LES) of the Blackadar jet scenario increasingly feasible, with some simulations extending over the daytime dry convective regime, the evening transition period, and the nocturnal period during which the jet develops. An LES of the stably stratified atmospheric boundary layer over flat terrain with imposed horizontal pressure gradient force evolving from an initial daytime dry convective state (Saiki et al., 2000) and of an atmospheric boundary layer over flat terrain evolving over the course of a full diurnal cycle with imposed horizontal pressure gradient force (Kumar et al., 2006) produced Blackadar-like inertial oscillations and associated low-level jets. An LES of a full diurnal cycle over flat terrain initialized with morning sounding data from day 33 of the Wangara field experiment and forced with observed time-dependent geostrophic wind profiles (Basu et al., 2008) closely reproduced the structure of the observed low-level jet.

Another class of theories has focused on the effect of terrain-associated baroclinicity on the structure and geographical preference of the Great Plains nocturnal jet, that is, the high frequency of jet formation over the sloping terrain of the Great Plains (peak around 100°W) rather than over the flatter terrain further east. Holton (1967) studied the response of the boundary layer over a sloping surface to a gradually varying (single frequency, 24 h period) eddy viscosity and geostrophic wind, with the periodicity of the geostrophic wind ascribed to the diurnal temperature cycle over sloping terrain. Their results were in reasonable agreement with observations, but the amplitude of the oscillation was sensitive to the magnitude of the geostrophic wind, the choice of eddy viscosity, and the phase difference between variations of the eddy viscosity and the geostrophic wind. Shapiro and Fedorovich (2009) extended the Blackadar (1957) inviscid theory to include terrain slope and ambient stratification. In their study the Great Plains low-level jet was modelled analytically as an inertial-gravity oscillation induced by the sudden release of frictional constraint near sunset. The theory predicted that jet hodographs associated with a southerly geostrophic wind and terrain that slopes down towards the east should be slightly elliptical with major axis in the east/west direction, in agreement with case-studies and climatological analyses of the Great Plains low-level jet. The theory provided a physical mechanism for flow over the slope to develop a jet-like velocity profile from a well-mixed (uniform) initial
velocity field, and predicted the existence of an optimum slope angle associated with peak jet strength—a result also consistent with climatological studies. However, that agreement could only be regarded as qualitative, since the optimum slope angle predicted in the more realistic of the considered scenarios would be associated with terrain further west than implied by climatology. Terrain-associated baroclinicity likely also affects low-level jets in other areas of the world (e.g. Saulo et al., 2004; Zhang et al., 2006; Cuxart and Jiménez, 2007), as does baroclinicity associated with land/sea temperature contrasts (e.g. Zamba and Friese, 1987; Karipot et al., 2009).

The Blackadar prediction of a low-level jet with a wind vector that veers in time with peak winds attained in the early morning hours has been confirmed qualitatively in many studies. Although quantitative analyses suggest that the theory may be incomplete or in some cases the effects may be of secondary importance (see discussion in section 1 of Shapiro and Fedorovich (2009)), many investigators have concluded that their low-level jet observations are consistent with the Blackadar inertial-oscillation mechanism. Accordingly, the Blackadar inertial-oscillation theory remains one of the most cited theories in boundary-layer meteorology. The purpose of the present paper is to report on a vertically continuous analytical solution of the equations of motion for one of the most basic Blackadar-like flow scenarios — the response of a frictional equilibrium (Ekman) flow to a sudden reduction of eddy viscosity. To the authors’ knowledge, this is the first vertically continuous analytical description of this flow scenario.

As in the classical Ekman solution, we consider a spatially constant eddy viscosity, flat terrain, and a spatially and temporally constant geostrophic wind (Pedlosky, 1987; Stull, 1988). Since the analytical solution explicitly displays the governing parameter dependencies, it could potentially be used to help parametrize frictionally induced inertial oscillations in numerical models of contaminant dispersal. However, due to the highly idealized nature of our approach, the solution will probably be more of interest as an educational device for a conceptual description of a variety of turbulent geophysical oscillations in numerical models of contaminant dispersal. Terrain-associated baroclinicity likely also affects low-level jets in other areas of the world (e.g. Saulo et al., 2004; Zhang et al., 2006; Cuxart and Jiménez, 2007), as does baroclinicity associated with land/sea temperature contrasts (e.g. Zamba and Friese, 1987; Karipot et al., 2009).

We consider the standard one-dimensional equations of motion used to describe homogeneous viscous incompressible pressure-driven Ekman flow on an f-plane (Pedlosky, 1987; Stull, 1988). For the sake of definiteness, we restrict attention to the Northern Hemisphere (f > 0). The flow is considered to be in a geostrophic balance far above the ground (z → ∞). This balance is disrupted near the surface by a frictional force, which we parametrize in constant eddy-viscosity terms. In a right-hand Cartesian coordinate system, in which the x-axis is aligned with the geostrophic wind vector \( \mathbf{u}_g \), and the y-axis cuts across isobars at right angles towards low pressure, the governing equations for the problem become

\[
\begin{align*}
\frac{\partial u}{\partial t} &= fv + K \frac{\partial^2 u}{\partial z^2}, \\
\frac{\partial v}{\partial t} &= -f(u - u_g) + K \frac{\partial^2 v}{\partial z^2},
\end{align*}
\]

where \( u_g = |\mathbf{u}_g| \) is the geostrophic wind speed, \( u(z,t), v(z,t) \) are the wind components in the x and y directions, respectively, \( K \) is the eddy-viscosity coefficient, and \( z \) is height. We solve these equations subject to no-slip conditions at ground level (\( z = 0 \)),

\[
\begin{align*}
u(0, t) &= 0, \\
v(0, t) &= 0,
\end{align*}
\]

and pure geostrophic flow aloft,

\[
\lim_{z \to -\infty} u(z, t) = u_g, \quad \lim_{z \to -\infty} v(z, t) = 0.
\]

The initial (sunset) velocity components \( u_0(z), v_0(z) \), are obtained from the steady-state version of (1) and (2) with eddy viscosity \( K_0(>K) \),

\[
\begin{align*}
0 &= fv_0 + K_0 \frac{d^2 u_0}{dz^2}, \\
0 &= -f(u_0 - u_g) + K_0 \frac{d^2 v_0}{dz^2}.
\end{align*}
\]

Our interest in the jet dynamics is confined to its development stage, and will not extend to sunrise when the eddy viscosity would be expected to increase rapidly with the onset of daytime convective mixing.
It is convenient to non-dimensionalize variables as
\[ U = \frac{u}{u_g}, \quad V = \frac{v}{u_g}, \quad T = ft, \]
\[ Z = z \sqrt{\frac{f}{K_0}}, \quad \varepsilon = \frac{K}{K_0}, \]
in terms of which (1)–(6) reduce to the following non-dimensional system:
\[ \frac{\partial U}{\partial T} = V + \varepsilon \frac{\partial^2 U}{\partial Z^2}, \]  
\[ \frac{\partial V}{\partial T} = 1 - U + \varepsilon \frac{\partial^2 V}{\partial Z^2}, \]  
\[ U(0, T) = 0, \quad V(0, T) = 0, \quad \lim_{Z \to \infty} U(Z, T) = 1, \quad \lim_{Z \to \infty} V(Z, T) = 0, \]  
\[ 0 = V_0 + \frac{d^2 V_0}{dZ^2}, \]  
\[ 0 = 1 - U_0 + \frac{d^2 U_0}{dZ^2}. \]

This non-dimensional problem has a single degree of freedom – the turbulence reduction parameter \( \varepsilon \).

In terms of the new dependent variable \( \Phi \equiv U - 1 + iV \), (8)–(13) become
\[ \frac{\partial \Phi}{\partial T} = -i \Phi + \varepsilon \frac{\partial^2 \Phi}{\partial Z^2}, \]
\[ \Phi(0, T) = -1, \]
\[ \lim_{Z \to \infty} \Phi(Z, T) = 0, \]
\[ 0 = -i \Phi_0 + \frac{d^2 \Phi_0}{dZ^2}. \]

The solution of (17) subject to boundary conditions (15) and (16) is
\[ \Phi_0 = -\exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\}, \]
which is the standard steady-state Ekman solution expressed in a non-dimensional form based on (7). We anticipate that the terminal state (\( T \to \infty \)) of the initial-value problem consisting of (14)–(16) and (18) would be the standard steady-state Ekman solution with reduced value of eddy viscosity \( K \), which in non-dimensional form would appear as
\[ \Phi(Z, \infty) = -\exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\}. \]

3. Analytical solution

The initial-value problem will be solved by the method of Laplace transforms (Doetsch, 1961). Taking the Laplace transform \( L \) of (14)–(16), and making use of (18) yields
\[ \frac{d^2 F}{dZ^2} - (s + i)F = \exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\}, \]
\[ F(0) = \frac{1}{s}, \]
\[ \lim_{Z \to \infty} F(Z) = 0, \]
where
\[ F(Z) = L[\Phi(Z, T)] = \int_0^\infty \exp(-sT)\Phi(Z, T) dT. \]
The homogeneous solution of (20) is
\[ F_h = A \exp \left( \sqrt{s + i(\varepsilon - 1)} \right) + B \exp \left( -\sqrt{s + i(\varepsilon - 1)} \right), \]
where \( A \) and \( B \) are constants. Affixing this solution to a particular solution of (20) (one is readily found as \( -\{s - i(\varepsilon - 1)\}^{-1} \) times the exponential term in (20)), we obtain the general solution
\[ F = -\frac{1}{s - i(\varepsilon - 1)} \exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\} \]
\[ + A \exp \left( \sqrt{s + i(\varepsilon - 1)} \right) + B \exp \left( -\sqrt{s + i(\varepsilon - 1)} \right). \]

It can be shown that if (22) is to be satisfied, \( A \) must be zero. Application of (21) in (25) then yields
\[ B = \frac{i(\varepsilon - 1)s^{-1}}{s - i(\varepsilon - 1)}, \]  
and (25) becomes
\[ F = -\frac{1}{s - i(\varepsilon - 1)} \exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\} \]
\[ + \frac{i(\varepsilon - 1)}{s - i(\varepsilon - 1)} \exp \left\{ -\frac{s + i(\varepsilon - 1)}{\sqrt{2} \varepsilon} \right\}. \]

We solve for \( \Phi = L^{-1}(F) \) by evaluating the inverse Laplace transform \( L^{-1} \) of (26), making use of similarity and shifting theorems, the convolution theorem, and tabulated results for the inverse transforms of \( s^{-1} \), \( (s + a)^{-1} \), and \( \exp(-a \sqrt{s}) \) (Doetsch, 1961; Roberts and Kaufman, 1966). The inverse transform of the first term in (26) is
\[ L^{-1} \left[ \frac{-1}{s - i(\varepsilon - 1)} \exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\} \right] = -\exp \left\{ -\frac{(1 + i)Z}{\sqrt{2} \varepsilon} \right\}. \]

For the second term we note that since
\[ L^{-1} \left[ \frac{i(\varepsilon - 1)}{s - i(\varepsilon - 1)} \right] = \exp[-i(\varepsilon - 1)T] - 1 \]
and
\[ L^{-1} \left[ \exp \left\{ -\frac{s + i(\varepsilon - 1)}{\sqrt{2} \varepsilon} \right\} \right] = \frac{Z}{2 \sqrt{\pi} \sqrt{\varepsilon} \tau^{3/2}} \times \exp \left\{ -iT - \frac{Z^2}{4 \varepsilon \tau} \right\}, \]
the convolution theorem yields
\[ L^{-1} \left[ \frac{i(\varepsilon - 1)}{s - i(\varepsilon - 1)} \exp \left\{ -\sqrt{s + i(\varepsilon - 1)} \right\} \right] = -\int_0^\tau \frac{Z}{2 \sqrt{\pi} \sqrt{\varepsilon} \tau^{3/2}} \times \{1 - \exp[-i(\varepsilon - 1)(T - \tau)]\} d\tau. \]
Combining (27) with (30) and rearranging terms in the resulting expression, we obtain the solution

\[
\Phi(Z, T) = -\exp\left\{-\frac{1+i}{\sqrt{2}}Z + i(\varepsilon - 1)T \right\}
- \int_0^T \frac{Z}{2\sqrt{\pi} \varepsilon^{3/2}} \exp\left(-i\tau - \frac{Z^2}{4\varepsilon^2} \right) d\tau + \exp\{-i(1 - \varepsilon)T\}
- \int_0^T \frac{Z}{2\sqrt{\pi} \varepsilon^{3/2}} \exp\left(-i\tau - \frac{Z^2}{4\varepsilon^2} \right) d\tau.
\] (31)

This solution is exact but not of closed form. It can be verified that as \( T \to \infty \), (31) converges to (19), that is, the terminal state of the initial value problem is the steady state Ekman solution with reduced eddy viscosity.

Since we are mostly interested in the solution for small non-dimensional times (in midlatitudes during the summer, the time interval between sunset and pre-dawn is up to half of an inertial oscillation period, \( T < \pi \)), we anticipate that a convenient and computationally efficient form of the solution can be obtained by making Taylor expansions in time. Expanding \( \exp\{-i\tau\} \) and \( \exp\{-i\varepsilon \tau\} \) in the two integrands in (31) in Taylor series about \( T = 0 \) yields

\[
\Phi(Z, T) = -\sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \left[ 1 - \varepsilon^n \exp\{-i(1 - \varepsilon)T\} \right]
\times \int_0^T \frac{e^{-n/2}}{2\sqrt{\pi} \varepsilon} Z \exp\left(-\frac{Z^2}{4\varepsilon^2} \right) d\tau
- \exp\left\{-\frac{1+i}{\sqrt{2}}Z + i(\varepsilon - 1)T \right\}. \] (32)

Changing the integration variable in (32) to \( \xi \equiv Z/(2\sqrt{\varepsilon} \pi) \), and using \( (-i)^n = \exp(-i\pi n/2) \) yields

\[
\Phi(Z, T) = \sum_{n=0}^{\infty} \frac{I(Z, T; n)}{n!} \left\{ \exp\left(-\frac{(1-i)T - i\pi n/2}{2}\right) - \exp\left(-\frac{i\pi n}{2}\right) \right\}
- \exp\left\{-\frac{1+i}{\sqrt{2}}Z + i(\varepsilon - 1)T \right\}, \] (33)

where

\[
I(Z, T; n) = \left(\frac{Z}{2\sqrt{\varepsilon}}\right)^{2n} \frac{2}{\sqrt{\pi}} \int_{Z/(2\sqrt{\varepsilon}\pi)}^{\infty} \exp(-\xi^2) d\xi. \] (34)

Integrating (34) by parts yields a recursive solution for \( I(Z, T; n) \) involving the complementary error function \( \text{erfc}(Z) \equiv 2\pi^{-1/2} \int_Z^{\infty} \exp(-\xi^2) d\xi \) (Abramowitz and Stegun, 1964):

\[
I(Z, T; n) = \begin{cases} 
\text{erfc}\left(\frac{Z}{2\sqrt{\varepsilon}\pi}\right), & n = 0, \\
\frac{-Z}{\sqrt{\pi} \varepsilon^{n/2}} \exp\left(-\frac{Z^2}{4\varepsilon^2}\right), & n = 1, 2, 3 \ldots 
\end{cases}
\] (35)

We thus obtain \( U = 1 + \Re(\Phi) \) and \( V = \Im(\Phi) \) as

\[
U = \sum_{n=0}^{\infty} \frac{I(Z, T; n)}{n!} \left\{ \varepsilon^n \cos\left((1-\varepsilon)T + \frac{n\pi}{2}\right) - \cos\left(\frac{n\pi}{2}\right) \right\}
+ 1 - \exp\left(-\frac{Z}{\sqrt{\varepsilon}}\right) \cos\left(\frac{Z}{\sqrt{\varepsilon}} + (1-\varepsilon)T\right), \] (36)

\[
V = \sum_{n=0}^{\infty} \frac{I(Z, T; n)}{n!} \left\{ \sin\left(\frac{n\pi}{2}\right) - \varepsilon^n \sin\left((1-\varepsilon)T + \frac{n\pi}{2}\right) \right\}
+ \exp\left(-\frac{Z}{\sqrt{\varepsilon}}\right) \sin\left(\frac{Z}{\sqrt{\varepsilon}} + (1-\varepsilon)T\right), \] (37)

where \( I(Z, T; n) \) is given by (35).

Estimates of eddy viscosities in the daytime convective atmospheric boundary layer generally range from \( \sim 10 \text{ m}^2\text{s}^{-1} \) to several hundreds of \( \text{m}^2\text{s}^{-1} \) (e.g. Yamada and Mellor, 1975; Tumbrou et al., 2007; Dandou et al., 2009). In contrast, eddy viscosities in the stable nocturnal boundary layer are much smaller, typically taking on values between 0.01 \( \text{m}^2\text{s}^{-1} \) and 1 \( \text{m}^2\text{s}^{-1} \) (e.g. Yamada and Mellor, 1975; Eting, 1987; Sharar and Gopakrishnan, 1997; Krishna et al., 2003; Mahrt and Vickers, 2005; Cuxart and Jiménez, 2007; Dandou et al., 2009). Accordingly, we consider turbulence reduction parameters \( \varepsilon \) ranging from 0.0001 to 0.1. Numerical evaluation of (35)–(37) for that range shows that the full solution is well captured by just a few terms in the series for times up to half an inertial period and for heights up to the top of the computational domain (\( Z = 8 \), which is far above the jet maximum). Changes in \( U \) and \( V \) are generally much less than 1% when the calculations are truncated at \( n = 9 \) instead of \( n = 10 \).

The evolution of the \( U \) and \( V \) profiles between sunset and roughly the time the jet attains its peak strength, approximately half the inertial oscillation period, is shown in Figure 2 for \( \varepsilon = 0.1 \) and \( \varepsilon = 0.01 \). The profiles for \( \varepsilon = 0.001 \) and \( \varepsilon = 0.0001 \) are not shown as they are quite similar to those for \( \varepsilon = 0.01 \) but with the peak wind speed slightly larger and located even closer to the ground. Figure 2 reveals an accelerating flow at low levels, with peak wind speeds becoming supergeostrophic. The corresponding wind hodographs plotted as functions of time at any height from the top of the flow domain down to the location of the jet maximum are nearly half-circles (not shown), suggesting that the flow is effectively inviscid throughout that region. Viscous effects are confined to the very shallow layer on the underside of the jet. Figure 2 shows that the more drastic reduction in turbulent mixing (\( \varepsilon = 0.01 \)) is associated with greater jet wind speeds. Moreover, the jet maximum is located closer to the ground for this case. These results are consistent with intuitive expectations about the solution behaviour: the greater the reduction in the ambient turbulence level (smaller \( \varepsilon \)), the larger the depth over which the flow is effectively inviscid (frictional effects become noticeable only very close to the ground). The reduced altitude at which frictional stresses first become important means that air parcels with greater initial ageostrophic mean winds become supergeostrophic in agreement with large-scale boundary layer processes near the jet base. Reduced mixing ratios are likely to be important in this region. Viscous effects are confined to the very shallow layer on the underside of the jet. Figure 2 shows that the more drastic reduction in turbulent mixing (\( \varepsilon = 0.01 \)) is associated with greater jet wind speeds. Moreover, the jet maximum is located closer to the ground for this case. These results are consistent with intuitive expectations about the solution behaviour: the greater the reduction in the ambient turbulence level (smaller \( \varepsilon \)), the larger the depth over which the flow is effectively inviscid (frictional effects become noticeable only very close to the ground). The reduced altitude at which frictional stresses first become important means that air parcels with greater initial ageostrophic mean winds become supergeostrophic in agreement with large-scale boundary layer processes near the jet base.
Zhong et al., 1996; Fig. 6 of Whiteman et al., 1997), with peak speeds exceeding geostrophic values by $\sim 70\%$. This latter value is typical of many low-level jets, but is much less than the several hundred per cent values reported for the strongest cases (e.g. Hoecker, 1963; Bonner, 1968; Brook, 1985). Although these results are in qualitatively good agreement with some observations, one should be cautioned that some of the good agreement might be fortuitous. Firstly, as has already been mentioned, the notion of a constant eddy viscosity is rather tenuous. Indeed, an analysis of LES statistics from a low-level jet simulation (Cuxart and Jiménez, 2007) revealed a two-layer structure to the computed eddy viscosity with a minimum value near the wind maximum. Secondly, since observations of boundary layers under unstable or near-neutral conditions indicate that real wind hodographs (spirals) are typically flatter than their idealized constant eddy viscosity (Ekman) counterparts, some of the good agreement could be an artefact of the chosen Ekman framework.

Another notable feature of the analytical solution is the lowering of the height of the wind maximum. A descent of the wind maximum during the first half of the night is prominent in some numerical simulations of nocturnal jets over flat terrain without an imposed thermal wind, for example, the one-dimensional planetary boundary layer simulations of Delage (1974, Fig. 5), Brook (1985, Fig. 3) and Beyrich and Klose (1988, Figs. 3 and 4), and the LES experiments of Saiki et al. (2000, Fig. 13) and Kumar et al. (2006, Fig. 5). This feature is also evident to various extents in some observational datasets (e.g. Fig. 4 of Gifford, 1952; Table VI of Bonner, 1968; Fig. 10 of Mahrt et al., 1979; Fig. 1a,b of Arya, 1981; Fig. 7 of Beyrich and Weill, 1993; Fig. 9 of Mitchell et al., 1995; Fig. 2 of Beyrich et al., 1997). However, the Yamada and Mellor (1975) and Basu et al. (2008) numerical simulations of the boundary layer in the Wangara field experiment produced jets with wind maxima that were relatively constant throughout the night, in agreement with the Wangara observations. The simulations in those studies were conducted over flat terrain but with an imposed thermal wind. Other low-level jet observations reveal heights of wind maxima that are steady or even increase during the first half of the night (e.g. Fig. 9 of
4. Summary

An exact analytical solution of the one-dimensional equations of motion is presented for the evolution of a nocturnal low-level jet over flat terrain. The theory is based on the inertial-oscillation scenario proposed by Blackadar (1957) in which a nocturnal jet develops as a response of the boundary layer to the sudden reduction of turbulent mixing near sunset. In our study, the rapid decrease in turbulent mixing is emulated by impulsively reducing the eddy viscosity coefficient from one spatially constant value to another. The transient problem is solved by the method of Laplace transforms. The solution indicates that greater reductions in the turbulent exchange are associated with more intense jets, and with jet maxima that are found closer to the ground. The shape and intensity of the wind profiles are in qualitative agreement with some observations. However, although the theory yields peak jet wind speeds that exceed the geostrophic values by ~70% (which is consistent with many observations), the theory cannot explain observed cases where the peak winds are several hundreds of per cent of the geostrophic values. Synoptic- or terrain-associated baroclinicity may well be a factor in the development of these latter jets (Holton, 1967; Bonner and Paegle, 1970; Shapiro and Fedorovich, 2009). We plan to extend our current methodology to include this effect.
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