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ABSTRACT

A variational procedure is developed that utilizes mobile ground-based range–height indicator (RHI)
Doppler radar velocity data for the synthesis of two-dimensional, RHI plane wind vectors. The radial
component winds are obtained with the radar platform in motion, a data collection strategy referred to as
the rolling RHI technique. Using the assumption of stationarity—standard to any pseudo-multiple-Doppler
processing technique—individual radial velocity values at a given point in space will contribute a varying
amount of independent information to the two components of wind velocity in the RHI plane, depending
strongly on the difference in radar viewing angles amongst the looks.

The variational technique is tested successfully with observation system simulation experiments, using
both a homogeneous flow field and large eddy simulation (LES) output from a highly sheared convective
boundary layer simulation. Pseudoradar data are collected in these tests in a manner consistent with the
specifications of the University of Massachusetts mobile W-band radar, which was used in a separate study
to resolve the finescale structure of a dryline during the International H2O Project (IHOP_2002). The
results of these tests indicate clearly that the technique performs well in regions of adequate “look” angle
separation. Observation error contributes significantly to the analysis when the radar looks become more
collinear.

1. Introduction

Doppler radars have long been valuable for the de-
termination of three-dimensional winds in moist-
convective phenomena, including mesoscale convective
systems (e.g., Kessinger et al. 1987; Biggerstaff and
Houze 1993; Braun and Houze 1994), supercell thun-
derstorms (e.g., Brandes 1977; Ray et al. 1980; Hane

and Ray 1985; Johnson et al. 1987; Brandes et al. 1988;
Wakimoto et al. 1996; Dowell and Bluestein 1997;
Dowell et al. 1997), and tornadoes (e.g., Bluestein and
Unruh 1989; Wurman and Gill 2000; Bluestein et al.
2004a; Alexander and Wurman 2005). However, con-
siderable utility has been demonstrated in clear-air en-
vironments as well (e.g., Reinking et al. 1981; Gal-Chen
and Kropfli 1984; Atkins et al. 1995; Weiss and
Bluestein 2002; Bluestein et al. 2004b; Weiss et al.
2006).

Since Doppler radars sense the component of wind
along the line of sight of the lobes only, the identifica-
tion of nonradial components to the flow can only be

Corresponding author address: Dr. Christopher C. Weiss, Texas
Tech University—Atmospheric Science Group, Box 42101, Lub-
bock, TX 79409.
E-mail: Chris.Weiss@ttu.edu

VOLUME 24 J O U R N A L O F A T M O S P H E R I C A N D O C E A N I C T E C H N O L O G Y JULY 2007

DOI: 10.1175/JTECH2028.1

© 2007 American Meteorological Society 1165

JTECH2028



achieved using radar looks1 from different positions
(i.e., dual- or multiple-Doppler analyses), kinematic
flow constraints (e.g., mass continuity), or assumptions
about the shape [e.g., ground-based velocity track dis-
play (GBVTD; Lee et al. 1999)] and stationarity (e.g.,
Jorgensen et al. 1995) of the flow.

Dual- and multiple-Doppler analysis techniques fall
primarily into two categories. The traditional methods
of analysis (e.g., Ray et al. 1980; Dowell and Bluestein
1997) involve iterations among a set of equations de-
scribing the radial wind velocity measured by each ra-
dar and a form of the mass continuity equation. These
techniques generally produce accurate results, but er-
roneous results can be generated if specific conditions
on the radar viewing geometry, especially elevation
angles, are not met (Ray et al. 1985; Dowell and Sha-
piro 2003). In these cases, the analysis problem be-
comes ill posed. Also, since the iterative methods in-
volve solving for the horizontal and vertical compo-
nents of the wind in a nonsimultaneous manner,
residual errors can be introduced for significantly inac-
curate first guesses of vertical velocity due to inconsis-
tencies in the horizontal and vertical wind field
(Bousquet and Chong 1998).

Another group of analysis techniques invoke varia-
tional calculus (Sasaki 1970) in order to analyze dual-
and multiple-Doppler velocity data. In these methods, a
functional is created that penalizes the analysis for non-
conformity to any number of constraints, including ra-
dial velocity observations, kinematic constraints, and
smoothness (e.g., a Laplacian filter). The gradient of
this functional with respect to the dependent analysis
variables provides the information necessary to find the
optimal solution, as defined by the constraints, which
can individually be either strong (i.e., satisfied exactly)
or weak (i.e., satisfied in a least squares sense). One
main advantage of this approach is that horizontal and
vertical wind components can be included in the same
functional and therefore solved simultaneously. If the
mass continuity equation is used as a weak constraint,
then one avoids the rapid accumulation of divergence
errors—and therefore vertical velocity errors—as a
consequence of direct integration of the mass continu-
ity equation (Gao et al. 2004). Typically, mass continu-
ity is not used as a strong constraint as second-order
partial differential equations must be solved (Shapiro
and Mewes 1999). Since variational techniques do not
suffer from the ill posedness mentioned above, there is

no elevation angle restriction on data that can be in-
corporated.

When only one radar is present, pseudo-dual-
Doppler techniques can be used to synthesize the wind
field. The central assumption made is that of stationar-
ity, that is, the wind field does not change appreciably
between the two looks of the same radar. The validity
of this assumption depends on the scan rate and scan
strategy of the radar. Considering the example of the
National Center for Atmospheric Research (NCAR)
Electra fore–aft scanning technique (Jorgensen et al.
1995), the time between the looks of each radar is a
monotonic function of range from the aircraft. There-
fore, the stationarity approximation is most accurate
close to the aircraft.

Presented here is a new variational pseudo-multiple-
Doppler technique that, when applied to range–height
indicator (RHI) data taken with a mobile platform, can
synthesize the two-dimensional wind field in the plane
of the RHIs. The knowledge of such wind fields can be
useful, for example, for identifying the vertical struc-
ture of, and secondary circulation normal to, atmo-
spheric boundaries (e.g., drylines, fronts, outflow
boundaries), as well as determining vertical wind
profiles in the synoptically inactive convective bound-
ary layer. In Weiss et al. (2006) (Fig. 1), this technique
is applied to data obtained with the University of
Massachusetts W-band radar to resolve the frontoge-
netical solenoidal circulation about a double-dryline
event in the Oklahoma Panhandle during the Interna-
tional H2O Project (IHOP_2002; Weckwerth et al.
2004). The tests in this study are carefully designed
to mimic the characteristics of this W-band radar,
though the results can be applied broadly to any plat-
form. In section 2 the variational technique is devel-
oped, including a description of the data collection
strategy needed. The technique is tested with a series of
observation system simulation experiments (OSSEs) in
section 3. A summary and conclusions are provided in
section 4.

2. Development of the technique

a. Data collection strategy

The variational technique developed below requires
radar data that are collected with the rolling RHI tech-
nique. RHIs are often used to identify quickly the ver-
tical structure of atmospheric phenomena. Much of the
same mechanics are involved in rolling RHI collection;
the antenna is rotated repeatedly from the horizon to
the local zenith and back. However, the platform is in
motion during the data collection, permitting any arbi-

1 In this paper, the term “radar look” will be used to denote a
sample of radial wind velocity by the radar at a viewing angle
referred to as the “radar look angle.”
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FIG. 1. (a) The u-component velocity (shaded; m s�1) and (b) vertical velocity (shaded; m s�1) along the head of
a retreating dryline. The u/w wind vectors are overlaid in both figures. Distance scales (km) are provided (from Weiss
et al. 2006).
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FIG. 2. A schematic of rolling RHI method of data collection. The black dot represents an arbitrary
point in space that is sampled by the radar from two separate look angles.
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trary point in the atmosphere above to be viewed from
more than one look angle (Fig. 2). The density of radar
looks is a function of the platform speed and scan rate
and varies widely across the domain.

A constant platform speed was desired to minimize
the error in platform velocity subtraction from the mea-
sured Doppler winds, which relies on discrete GPS po-
sition samples (see appendix).

b. Derivation of Euler–Lagrange equations

Variational analyses can be constructed to satisfy
any number of observational and kinematic constraints.
Possible constraints considered for these analyses
include radial velocity observations, mass continuity,
and smoothness. The smoothness constraint was
eliminated in the development of this technique
for a couple of reasons. First, using gridpoint spac-
ing comparable to the native resolution of the radar
data, a prescribed smoothness constraint (in prac-
tice, usually a Laplacian operator) would counter the
benefits of the very fine spatial resolution afforded
by a high-frequency radar [e.g., the University of
Massachusetts (UMass) W-band radar used in Weiss
et al. (2006)]. In other words, this smoothness con-
straint would potentially eliminate small scales of
motion that were indeed real and resolvable. Further-
more, the mass continuity constraint already contains
the properties of a low-pass filter, as uncoupled errors
in u and w are diminished. Therefore, a second mecha-
nism for smoothing was deemed redundant and unnec-
essary.

Radial velocity observations and mass continuity
were imposed as weak constraints in this formulation.
A strong constraint on mass continuity was avoided, as
the observations were deemed highly reliable, owing to
the significant amount of overlap; furthermore, weak
constraint formulations have been found to be more
accurate than strong constraint formulations in pseudo-
dual-Doppler analyses of thunderstorms (Dowell and
Bluestein 2002).

Following the specifications above, the cost function
to be minimized was

J � �
domain

�JO � �JC�, �1a�

JO � �
n�1

m�x,z�

�c1
nu � c2

nw � Vr
n�2, �1b�

JC � ��u��x � �w��z � �w�2, �1c�

c1 � cos��n�, and �1d�

c2 � sin��n�, �1e�

where (1b) represents the contribution to the cost
function from observational increments and (1c) de-
notes the contribution to the cost function from ane-
lastic mass continuity violation. In (1a)–(1e) u and w
represent the analysis values; Vr is the radial velocity
of observation n; c1 and c2 represent geometric co-
efficients mapping velocities from Cartesian space to
that of the radial velocity vectors; � is the correction
to mass continuity for vertical density stratification
(calculated using a dry adiabatic lapse rate in the
boundary layer); m is the total number of observa-
tions per grid point, of which n is a specific observa-
tion; and �n is the look angle for each observation
n. The formulation is similar to that developed by
Gao et al. (1999) and Dowell and Bluestein (2002),
though inherently designed for pseudo-Doppler
wind synthesis using the multiple-radar looks af-
forded by the rolling RHI technique described in sec-
tion 2a.

The 	 term in (1a) represents the relative weight
given to mass continuity violation and observation
increments in the calculation of the cost function. In
the spirit of a statistically optimal analysis, 	 would
be dependent on the relative spatial error variance
characteristics of the radial velocity observations
and the mass continuity constraint. In many cases,
however, we do not know the spatial error charac-
teristics of the radar. Therefore, the 	 term is a
more arbitrary assignment of the relative impor-
tance of the two constraints. A higher value of 	
denotes a larger penalty for anelastic mass con-
tinuity violation, which may be desired when using
observations with larger errors. Likewise, a smaller
value of 	 weights more the penalty for analysis
grid points that deviate from the observations of radial
velocity. For the units of each constraint to be consis-
tent (m2 s�2), it is necessary for 	 to have units of
meters squared. A logical choice of length scale (fol-
lowing Dowell and Bluestein 2002) was the grid spacing
of the analysis. It was therefore deemed appropriate to
assign

� � ��x�2 � ��z�2.

Since the grid spacing used for this analysis was 
x �

z � 30 m, 	 was chosen to be 900 m2.

The derivation of the weak constraint variational for-
mulation follows. We start with the statement of the
cost function
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J � ��
xz

� �
n�1

m�x,z�

�c1
nu � c2

nw � Vr
n�2 � �(�u��x � �w��z � �w)2� dxdz. �2�

Taking the variation of J with respect to u and equating this expression to zero yields

�uJ � ��
xz

�2 �
n�1

m�x,z�

�ci
nu � c2

nw � Vr
n�c1

n�u � 2�(�u��x � �w��z � �w)���x��u�� dxdz � 0. �3�

The second term in (3) is integrated by parts to become

�
z

���u��x � �w��z � �w��u|xwest
xeast dz � ��

xz

�u���x����u��x � �w��z � �w�� dx dz. �4�

The first term of (4) requires specific information at the
boundaries of the analysis domain. We can eliminate
this term by satisfying anelastic mass continuity exactly

on the lateral boundaries. The reduced version of (3)
then appears as

��
xz

� �
n�1

m�x,z�

�c1
nu � c2

nw � Vr
n�c1

n � ����x��u��x � �w��z � �w���u dx dz � 0. �5�

Distributing the summation and discounting the trivial solution of u � 0, (5) can only be true when

�
n�1

m�x,z�

�c1
n�2u � �

n�1

m�x,z�

�c1
nc2

n�w � �
n�1

m�x,z�

�c1
nVr

n� � ����x��u��x � �w��z � �w�. �6�

Equation (6) represents one of the Euler–Lagrange
equations. The other Euler–Lagrange equation can be

found in a similar manner by taking the variation of (2)
with respect to w:

�
n�1

m�x,z�

�c1
nc2

n�u � �
n�1

m�x,z�

�c2
n�2w � �

n�1

m�x,z�

c2
nVr

n � ���� � ���z���u��x � �w��z � �w�. �7�

There are a number of different methods for finding the
optimal solution with knowledge of �u,wJ (e.g., steepest
descent, conjugate gradient). The preferred method for

solution here (after Dowell and Bluestein 2002) is a
numerical iteration of the two Euler–Lagrange equa-
tions, discretized using centered differencing:

ui,j �

�
n�1

m�x,z�

�c1
nVn

r � � �
n�1

m�x,z�

�c1
nc2

n�wi,j � ��ui�1,j � ui�1,j

��x�2 �
� ��wi�1,j�1 � wi�1,j�1 � wi�1,j�1 � wi�1,j�1

4�x�z � � ���wi�1,j � wi�1,j

2�x �

�
n�1

m�x,z�

�c1
n�2 �

2�

��x�2

and �8�
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wi,j �

�
n�1

m�x,z�

�c2
nVr

n� � �
n�1

m�x,z�

�c1
nc2

n�ui,j � ��ui�1,j�1 � ui�1,j�1 � ui�1,j�1 � ui�1,j�1

4�x�z �
� ��wi,j�1 � wi,j�1

��z�2
� � ���ui�1,j � ui�1,j

2�x �

�
n�1

m�x,z�

�c2
n�2 � ��2 �

2�

��z�2
� �����z

. �9�

The technique developed here applies to flows that
are primarily two dimensional. In such flows, the trans-
verse plane wind convergence (inherently not measur-
able) is negligible in comparison to the in-plane wind
convergence; as such, the two-dimensional form of the
anelastic mass continuity equation is appropriate.
When sampling atmospheric convergence boundaries
(e.g., fronts, drylines), the technique will perform best
for traverses normal to the convergence line. For situ-
ations where transverse wind convergence is not negli-
gible (a 3D flow), a smoothness constraint may be more
appropriate than mass continuity.

c. Method of solution

A layer of extra grid points was added outside of the
domain to permit calculations of first- and second-order
derivatives on the boundary. For each iteration of the
solution process, the exterior grid points were updated
to enforce the boundary conditions. Along the lower
boundary, the impermeability condition was applied.
For the rest of the boundaries, mass continuity was
required to be satisfied exactly. Since the spacing of the
grid points was comparable to the resolution of the
velocity data, the velocity data were assigned to the
nearest grid point for analysis.

The optimal solution was found in the following man-
ner.

1) The domain was initialized with a first guess of the
analysis (u � w � 0 was used by default in this case).

2) Equation (8) was applied to update the analysis
value u for the entire domain, from left to right and
from bottom to top.

3) Equation (9) was used to update the analysis value
w in the same manner.

4) The top and side boundary conditions were up-
dated.

5) The cost function J was calculated for the analysis.
6) If the reduction in cost function from the iteration

was not below a prescribed tolerance, steps 2
through 5 were repeated.

In our experiments, the above procedure largely al-
lowed for convergence to a unique optimal solution,
regardless of the choice of first guess. However, an

analysis bias toward the first guess was noted in regions
with limited differences in look angle (this bias is dis-
cussed in section 3).

3. Observation system simulation experiments

A series of OSSEs was developed to test the varia-
tional analysis method by comparing analysis values to
known “true” values. For each OSSE, a prescribed flow
field was sampled with a “pseudoradar” using various
rolling RHI strategies. The result of this operation was
a time series of simulated radial velocity data, which
was used in conjunction with the variational analysis
technique to produce an analysis of u and w velocity in
the two-dimensional plane of the radar motion. Error
statistics were calculated by comparing the experimen-
tal analyses to the true field, from which the radial
velocity observations were derived.

a. Homogeneous flow case with perfect
observations

A uniform horizontal flow field of u � 10 m s�1 was
the first to be sampled with the pseudoradar. The roll-
ing RHI scanning strategy was employed. For the con-
trol simulation, a platform velocity of 15 m s�1 and a
vertical antenna rotation rate (hereafter scan rate) of
1.5° s�1 were used.2 Pseudodata were assumed to be
error free and were stored at 10 Hz in accordance with
the specifications of the signal processor in the UMass
W-band radar system. A first guess of u � w � 0 was
used for all syntheses.

For the early iterations of the analysis, there was a
very sharp decrease in the cost function (Fig. 3). Since
the cost function is quadratic, this evolution of J was
expected. As the analysis approached the optimal so-
lution, the decrease in cost function decelerated con-
siderably. For a strict tolerance of 1.0 m2 s�2, 125 itera-
tions of (8) and (9) were required for convergence in
this control simulation; however, a reasonably accurate

2 These parameters mimic the scanning strategy used on a real
dryline case (Weiss et al. 2006).
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analysis could have been achieved in as few as five
iterations (Fig. 3).

The results from this experiment show that the tech-
nique successfully reproduced the constant horizontal
flow field with very little error (Fig. 4). The RMS error3

for the domain was 0.12 m s�1, which was comparable
to the error of the “perfect” observations. The depar-
tures from zero error are attributed to small errors in
the assignment of radial velocity to grid points (section
2c).

b. Homogeneous flow case with observational error

Observational error is present in all measurement
platforms. Examples of error sources include instru-
ment noise (e.g., thermal noise), beam spreading, duct-
ing, sidelobe contamination, among others. To simulate
the effect of instrument error, a Gaussian (i.e., normal
and random) error was added to the observations. In
this experiment, the standard deviation of the added
error was 1.0 m s�1, which is equivalent to the error
characteristics of the UMass radar (A. Pazmany 2003,
personal communication).

A simulation was performed with the control scan-
ning parameters (as in section 3a). The u-component
analysis (Fig. 5a) is very accurate over most of the do-
main. The largest errors are found near the top of the

domain, where maximum look angle differences are
less than 10° (Fig. 5b). In these subcritical regions, the
radial velocity observations are nearly collinear. There-
fore, the accuracy of the retrieval of the individual com-
ponents of motion (u, w) is less certain, as the variance
in radial velocity due to the shifts in look angle are
comparable in magnitude to the prescribed observa-
tional error. The resulting analysis has a u component
that is too weak compared to the true u-component
wind in the subcritical regions. If the first guess for the
analysis is changed to u � 20.0 m s�1 (from u � 0
m s�1), the analysis u-component error has identical
magnitude but is of the opposite sign (i.e., the u com-
ponent is too strong). Therefore, it is apparent that the
departure of observations from the analysis in each it-
eration (hereafter the innovation) is underapplied in
regions with subcritical look angle differences, and the
resulting analysis is therefore closer to the first guess.

Due to the nature of the rolling RHI scanning strat-
egy, regions with large look angle differences also have
a higher number of observations (Fig. 6). Therefore,
since the applied observation error is random, this error
should be expected to contribute less impact as more of
these observations are included in the synthesis.

Multiple simulations were performed to test the sen-
sitivity of the analysis RMS error to the scanning strat-
egy of the hypothetical UMass radar (Fig. 7). The plat-
form velocity was varied from 5 to 30 m s�1, while the
scan rate varied from 1.0 to 10.0° s�1. The plot of RMS
error reveals an increase in RMS error as the platform
velocity is increased. The increase in RMS error is at-

3 All RMS error values in this study are a total of the u and w
components. RMS error is calculated against a reference field
with no observational error applied.

FIG. 3. Cost function (m2 s�2) contribution of observational and continuity error, and total
cost function for the first 25 iterations of the homogeneous flow OSSE. The platform velocity
is 15 m s�1 and the scan rate is 1.5° s�1.
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tributed to the expansive area of subcritical look angle
differences in the domain (Fig. 8). Further, if the scan
rate is too slow, holes appear in the analysis due to a
lack of radar coverage. In these data-void regions the
first guess is altered only by information that spreads in
(via spatial gradients contained in the cost functional)
from neighboring data-rich regions with each analysis
iteration. While the impact of platform velocity is clear,
practical concerns about the expected time scale of evo-
lution must be considered. To elaborate, slow platform
translation allows for large look angle differences (ideal
for observation independence), but the time spanning
the looks is greater, making the stationarity assumption
less accurate. In practice, these concerns about station-
arity must be weighed against the potential negative
effects of collinearity.

c. Large eddy simulation test case

It was desirable to test how the variational synthesis
technique performed in regions with strong gradients in
wind direction and velocity, similar to the environment

near atmospheric boundaries. To this end, an OSSE
was developed using output from a large eddy simula-
tion (LES). This LES, which used the same code as in
Conzemius and Fedorovich (2006), depicted the three-
dimensional structure of a highly sheared convective
boundary layer (CBL). The horizontally averaged wind
and potential temperature fields in the simulations
were initialized with data from rawinsonde observation
taken at Dodge City, Kansas (DDC), and Amarillo,
Texas (AMA), at 1200 UTC on the morning of 22 May
2002, the same date on which UMass radar data were
obtained on a dryline in the eastern Oklahoma Pan-
handle (Weiss et al. 2006). Additionally, surface heat
flux data from IHOP_2002 measurements, taken in the
Oklahoma and Texas Panhandles, were used as a lower
boundary condition in the LES, and the heat flux was
varied in time as in the IHOP_2002 data. The grid was
256 � 256 � 133 with grid cell dimensions 
x � 
y �

z � 30 m. After the initialization, the CBL was al-
lowed to develop for several hours before velocity data
were extracted from the grid.

Plan views of u at 90 m AGL and w at 900 m AGL

FIG. 4. The u-component wind velocity (shaded; m s�1) from a homogeneous flow OSSE with a
platform velocity of 15 m s�1, a scan rate of 1.5° s�1, and no observational error. Distance labels (km)
are provided on each axis.
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FIG. 5. (a) The u-component absolute wind velocity error (shaded; m s�1) and (b) maximum look angle
difference (shaded; °) from a homogeneous flow OSSE with a platform velocity of 15 m s�1, a scan rate
of 1.5° s�1, and an applied random observational error with a standard deviation of 1.0 m s�1. Distance
labels (km) are provided on each axis.
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FIG. 7. Total RMS error (shading; m s�1) of the synthesized wind for the homogeneous flow OSSE as
a function of platform velocity (m s�1) and scan rate (° s�1). Specific RMS error values are included. A
random error with standard deviation 1.0 m s�1 was applied to radial velocity data for these simulations.

FIG. 6. Look count (shaded) from a homogeneous flow OSSE with a platform velocity of 15 m s�1

and a scan rate of 1.5° s�1. Distance labels (km) are provided on each axis.
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(Fig. 9) show clearly a southwest-to-northeast-oriented
axis of convergence and upward motion in the center of
the domain. The two-dimensional nature of this con-
vection and the orientation of the axis parallel to the
mean boundary layer wind suggest that this feature is a
horizontal convective roll (HCR; LeMone 1973; Weck-
werth et al. 1997; Atkins et al. 1998). It is noted that this
feature had a very similar orientation to the dryline of
22 May 2002 (Weiss et al. 2006). Maximum upward
motion is slightly over 6 m s�1 along the southern sec-
tion of this HCR.

An east–west vertical cross section is plotted across

the LES domain to reveal the vertical structure of the
HCR (Fig. 10). Upward motion in the HCR extends to
approximately 1.5 km AGL and is about 1 km wide.
Weaker regions of generally subsiding air extend over
the remainder of the domain. The LES output served as
the “truth” for a series of OSSEs and was sampled by
the UMass pseudoradar utilizing the rolling RHI strat-
egy as in previous sections.

As with the homogenous flow case, the control simu-
lations used a platform translation speed of 15 m s�1,
antenna scan rate of 1.5° s�1, and an observational er-
ror standard deviation of 1.0 m s�1. The discretized Eu-

FIG. 8. (a) The u-component absolute wind velocity error (shaded; m s�1) and (b) maximum look angle difference (shaded; °) from
a homogeneous flow OSSE with a platform velocity of 5 m s�1 and a scan rate of 5.0° s�1. (c), (d) Same as in (a) and (b), but for a
platform velocity of 30 m s�1 and a scan rate of 5.0° s�1. All simulations have an applied random observational error with a standard
deviation of 1.0 m s�1. Distance labels (km) are provided on each axis.
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ler–Lagrange equations were iterated until the cost
function ceased to decrease (Fig. 11). There is an RMS
error of 0.70 m s�1 when the analysis is measured
against the actual LES output. The analysis qualita-
tively reproduces all of the features of the LES, even
those very small in scale (Fig. 12). Most of the RMS
error accrues in the upper portion of the domain, near
and above 2 km AGL. As demonstrated in the homo-

geneous flow cases (section 3b), this region has subcriti-
cal look angle differences and therefore collinearity
among the radial velocity observations. The analysis is
biased toward the first guess in these regions, again
representing the underapplication of the innovation in
each iteration of the analysis technique.

A series of OSSEs was designed to test the sensitivity
of the analysis to the platform motion and scan rate. As

FIG. 9. (a) A 30-m AGL u-component wind velocity (shaded; m s�1) and (b) a 900-m AGL vertical
velocity (shaded; m s�1) from the large eddy simulation of a highly sheared convective boundary layer.
The black line denotes the plane of cross section for Fig. 10. Distance labels (km) are provided on each
axis.
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with the homogeneous flow case, the platform speed
was allowed to vary from 5 to 30 m s�1, and the scan
rate was varied from 1° to 10° s�1. The results (Fig. 13)
are very similar to the homogeneous flow simulations.
RMS error increases steadily in proportion with the
platform velocity. For slow scan rates, large amounts of
error accrue in data-void regions.

d. Sensitivity of the beta term

In variational Doppler data processing schemes, the
	 term in (1a) represents the relative weight that analy-

sis deviations from mass continuity are given to the
analysis deviations from observations when computing
the cost function for each grid point in the analysis
domain. In the dual-Doppler case, there are two obser-
vations for each of these points [e.g., the fore and
aft antenna looks of the Electra Doppler Radar
(ELDORA; Jorgensen et al. 1995)]. Therefore, the
value of 	, a constant, solely determines the relative
weight of observational and continuity constraints.
However, in this pseudo-multiple-Doppler case, any
number of observations may exist at each grid point

FIG. 10. (a) The u-component wind velocity (shaded; m s�1) and (b) vertical velocity (shaded; m s�1)
from the large eddy simulation of a highly sheared convective boundary layer. The plane of the cross
section is shown in Fig. 9. Distance labels (km) are provided on each axis.
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[depending on the strategy used; up to a few hundred in
this study (e.g., Fig. 6)]. Therefore, in (1a), 	 and m
control the relative weights for the constraints. Conse-
quently, mass continuity receives almost no weight for
high-observation grid points as it is effectively weighted
as one observation. The optimal analysis, therefore, is
effectively a solution based upon observations alone.

To increase the influence of continuity in the analy-
sis, 	 was modified to scale with the number of obser-
vations:

� � m��x�2. �10�

The incorporation of (10) into (1a) effectively serves as
a low-pass filter, and the resulting analyses were ex-
pected to be smoother as a result.

The new minimization equation was tested with the
homogeneous flow OSSE. A platform velocity of 15
m s�1 and scan rate of 1.5 m s�1 are again used. A
greatly exaggerated Gaussian error (standard deviation
of 6.0 m s�1) was added to the time series of radial
velocity. The resulting analysis with the nominal mass
continuity constraint yielded an RMS error of 5.45
m s�1, a total of that contributed by both the u (Fig.
14a) and w components (Fig. 14c). With the stronger
mass continuity constraint (10), the RMS error de-
creased to 4.01 m s�1, again, a total of the u (Fig. 14b)
and w components (Fig. 14d). As noted earlier, most of
the error was confined to regions of minimal look angle
difference forward (following platform motion) of the
lowering antenna. The decrease in domain-wide RMS
using (10) was expected, as uncorrelated errors in u and
w were more strongly damped by the mass continuity

constraint. However, further investigation of the sub-
critical look difference regions reveals that the regular-
ization property of the mass continuity constraint actu-
ally deteriorates the analysis when the look count is
minimal (Fig. 14, near the top of the domain) and
greatly improves the analysis where the look count is
adequate (Fig. 14, lower portion of domain).

4. Summary and discussion

A variational pseudo-multiple-Doppler data analysis
technique has been developed for use with mobile
ground-based Doppler radars. Using a rolling RHI
technique, the radar collects a time series of radial ve-
locity data in the vertical plane common to the motion
of the radar. Consequently, an overlap of coverage oc-
curs, and individual radar looks can be assumed to be
taken simultaneously from multiple radar platforms.
The assumption inherent to this procedure—the sta-
tionarity approximation—is more or less valid depend-
ing on the scanning strategy used and the minimum
time scales of motion one wishes to resolve.

A series of OSSEs was executed to test thoroughly
the accuracy of the derived analysis equations and to
explore the sensitivity of the procedure to the user-
defined radar controls, specifically the vehicle velocity
and the vehicle antenna rotation rate. OSSEs derived
from a homogeneous flow field (with typical random
observational error applied) reveal that the technique is
very accurate at reproducing the true flow in most
cases. As with traditional dual-Doppler techniques, this
particular method is weakest in regions where there is a

FIG. 11. Cost function (m2 s�2) contribution of observational and continuity error, and total
cost function for the first 30 iterations of the LES OSSE. The platform velocity is 15 m s�1 and
the scan rate is 1.5° s�1.
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high degree of collinearity among the observations, es-
pecially when the maximum difference look angle is
under 10°. In these situations, the analysis is biased
toward the first guess, representing an underapplication
of the observational discrepancy in each analysis itera-
tion. For the rolling RHI strategy, the regions of inad-
equate look angle differences are naturally located in
the upper portion of the domain. The exact altitude
depends on the typical range of the radar platform.
Using the UMass W-band radar as an example (typical

clear-air range of 2–3 km), the look angle difference
restriction is of limited importance for the resolution of
typical boundary layer structures, such as surface
boundaries (e.g., fronts, drylines).

Care must be taken when selecting the platform ve-
locity for data collection. As shown in the OSSEs, too
high of a translation speed will necessarily result in
data-void regions in the domain. The resulting analysis
will therefore be strongly biased toward the first guess,
with some information transported in (via mass conti-

FIG. 12. Same as in Fig. 10, but the fields are derived from the LES OSSE with a platform velocity of
15 m s�1, a scan rate of 1.5° s�1, and a Gaussian observational error of standard deviation 1.0 m s�1

applied.
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nuity) from data-rich regions with each analysis itera-
tion.

Likewise, the antenna rotation rate is of importance
in producing an accurate analysis. Increasing the an-
tenna rotation rate can help reduce or eliminate data-
void regions and also will increase the independence of
the radial velocity observations, thereby mitigating the
deleterious effects of collinearity. However, the sam-
pling rate, beamwidth, and pulse length of the data col-
lection must be weighed in the decision of scan rate, as
too fast of a motion will decrease the density and ac-
curacy of observations. Assuming completely random
error, a larger number of observations at a point is
desired to resolve the true observational signal, as the
noise will largely be reduced through the summation in
the cost function.

Central to any pseudo-dual- or pseudo-multiple-
Doppler synthesis procedure is the stationarity assump-
tion. For standard airborne pseudo-dual-Doppler
analysis algorithms, where there are two radars system-
atically scanning fore and aft of a plane normal to the
aircraft, the accuracy of the assumption is a simple func-
tion of range. More time must elapse for the pair of
looks at distant targets. With the method developed in
this paper, the accuracy of the assumption is more com-
plex as, for any given portion of the domain, the tem-

poral sampling rate is a two-dimensional function. The
assumption is least restrictive in the portion of the
scan that is above and just behind (i.e., opposite the
platform motion) where the antenna points vertically.
This region accumulates the most looks in a short
amount of time. Further, the angle difference between
the looks is larger, providing for a more accurate analy-
sis.

Though this technique is specifically designed for the
incorporation of rolling RHIs in the determination of
flow in a vertical plane, where cross-plane horizontal
divergence is negligible, the same principle can be ap-
plied to a rolling plan position indicator (PPI) data col-
lection for the synthesis of horizontal winds on a level
plane, subject to the constraint of nondivergence in the
vertical plane. Provided the stationarity assumption is
considered in the context of radar scanning strategy and
the desired resolvable scales of motion, this technique
provides a versatile and cost-effective method for de-
termining boundary layer winds from a single, mobile,
clear-air Doppler radar.
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with standard deviation 1.0 m s�1 was applied to radial velocity data for these simulations.
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APPENDIX

Data Processing Methodology

The raw UMass data were subjected to preanalysis
processing to remove known errors. The first correction
made was to eliminate radar echoes with low returned

FIG. 14. (a), (b) The u-component and (c), (d) w-component absolute wind velocity error (shaded; m s�1) from a homogeneous flow
OSSE with a platform velocity of 15 m s�1, a scan rate of 1.5° s�1, and an applied observational error of 6.0 m s�1. Analysis parameter
b is equal to (
x)2 in (a) and (c) and equal to m(
x)2 in (b) and (d). Distance labels (km) are provided on each axis.
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power,4 as velocity estimates are significantly affected
by instrument noise in these cases. Solo software (Oye
et al. 1995) was used to threshold the data. The remain-
ing velocity data were then unfolded around the
Nyquist velocity of �15.8 m s�1.

To transform the measured velocities from a plat-
form- to a ground-relative reference frame, both the
magnitude and position of the velocity values had to be
altered. GPS measurements of platform position and
velocity were recorded at 1-s intervals during the data
collection. The recorded translational velocity was sub-
tracted from each ray in the velocity time series to
make the magnitude ground relative.

Using the recorded GPS position and radar eleva-
tion, each range element in every ray was mapped to a
specific point in Cartesian space using the following
geometric formula (in meters):

� � �start � �15n � 7.5� cos��� and �A1�

z � zstart � �elevation � �15n � 7.5� sin���, �A2�

where n is the range gate number, � is the platform-
relative elevation angle, and elevation is the correction
for the platform’s elevation above the reference height

(zstart). The decimal residual from (A1) and (A2)
was rounded to yield the x and z location of the grid
point.

Since the elevation angles were platform relative, a
correction factor was included to account for the pitch
angle of the platform (i.e., if the platform was tilted
uphill or downhill). GPS elevation data were initially
considered for this task, but these data were too noisy
to carry out the calculation accurately (Fig. A1). There-
fore, 30-m resolution digital elevation models (DEMs)
from the U.S. Geological Survey (USGS) were intro-
duced. A comparison of pitch calculated from the DEM
and GPS elevation data (Fig. A1) reveals a much
smoother and representative pitch for the former
method.

Once the proper pitch was determined, the x and z
gridpoint values for each ray of velocity data were al-
tered. For a westward (eastward) pointed vehicle/
eastward (westward) pointed radar

�Xadjustment � ���Xuncorrected sin	 for �	��	�

�Xuncorrected sin	 for �	��	�� and

�A3�

�Zadjustment � �����Zuncorrected sin	, �A4�

where � is the pitch angle (positive � denotes an uphill
pitch for a westward-moving radar), 
Xuncorrected and

Zuncorrected are the original departures of the gridpoint

4 The UMass W-band system does not record actual power of
return. Therefore, a mock returned power field was created by
applying a range correction to reflectivity. The threshold for data
removal was subjectively chosen but applied consistently over the
entire domain.

FIG. A1. (a) Traces of elevation (m MSL; scale to left) from GPS (gray line) and the DEM (black line) for a representative data
collection during IHOP. (b) Traces of pitch (°; scale to left) calculated from GPS (gray line) and the DEM (black line).

JULY 2007 W E I S S E T A L . 1183



position from the position of the radar platform, and

Xadjustment and 
Zadjustment are the corrected versions
of the same value (Fig. A2).

A dynamically allocated linked list was introduced to
store the gridded reflectivity and radial velocity values.
For each cell of each ray, reflectivity, radial velocity,
and the look angle (platform pitch adjusted) were
stored for input to the analysis.
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