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ABSTRACT

New theoretical analytic expressions are derived for the evolution of a passive scalar, buoyancy, and vertical

velocity in growing, entraining moist deep convective updrafts. These expressions are a function of updraft

radius, height, convective available potential energy (CAPE), and environmental relative humidityRH. They

are quantitatively consistent with idealized three-dimensional moist updraft simulations with varying updraft

sizes and in environments with differingRH. In particular, the analytic expressions capture the rapid decrease

of buoyancy with height due to entrainment for narrow updrafts in a dry environment despite large CAPE. In

contrast to the standard entraining-plume model, the theoretical expressions also describe the effects of

engulfment of environmental air between the level of free convection (LFC) and height of maximum

buoyancy (HMB) required by mass continuity to balance upward acceleration of updraft air (i.e., dynamic

entrainment). This organized inflow sharpens horizontal gradients, thereby enhancing smaller-scale lateral

turbulent mixing below the HMB. For narrow updrafts in a dry environment, this enhanced mixing leads to a

negatively buoyant region between the LFC and HMB, effectively cutting off the region of positive buoyancy

at theHMB from below so that the updraft structure resembles a rising thermal rather than a plume. Thus, it is

proposed that a transition from plume-like to thermal-like structure is driven by dynamic entrainment and

depends on updraft width (relative to height) and environmental RH. These results help to bridge the

entraining-plume and rising-thermal conceptual models of moist convection.

1. Introduction

It has long been established that entrainment of envi-

ronmental air plays a critical role in the evolution of ob-

served moist convection. Early ideas about entrainment in

cumulus clouds were based on various conceptual models

of convection driven by a point source of buoyancy (e.g.,

see Turner 1973): 1) a steady-state entraining plume as-

sociated with a steady buoyancy source (Morton et al.

1956); 2) a rising, entraining thermal associated with a

pulse of buoyancy (Batchelor 1954; Morton et al. 1956);

and 3) a starting plume representing a growing plume

with a buoyancy source that is switched on and held fixed

(Turner 1962). The behavior of the upward-moving fluid in

these models differs considerably. Entraining plumes have

an increase in width of the buoyant fluid in the plume with

height through the process of entraining environmental

fluid, with a decrease of the buoyancy within the plume

above its source from dilution. Thermals have the struc-

ture of an isolated, entraining bubble of buoyant fluid

rising through the surrounding environmental fluid, with

nonbuoyant environmental fluid below the thermal in its

wake. Thus, in contrast to plumes the buoyant fluid is ‘‘cut

off’’ from its original buoyancy source. Starting plumes

have characteristics of both plumes and thermals; well

behind the head of the rising plume the motion is like that

of a steady-state plume, while at the head it behaves more

like a thermal.

Conservation equations for mass, momentum, and ther-

mal energy of steady-state plumes can be derived from di-

mensional analysis (see Emanuel 1994). For the mass flux,

this gives d(R2M)/dz5 2RmM (Emanuel 1994), where M

is the mass flux, z is height, R is plume radius, and m is a

proportionality constant related to fractional entrainment.

This can be simplified for a plume of constant R to give

1

M

dM

dz
5 «5

2m

R
, (1)
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where « is a fractional entrainment rate and m’ 0:09

from laboratory tank experiments of plumes (Morton

et al. 1956). The structure and behavior of rising thermals

differs considerably from steady-state plumes. This

manifests as differences in the vertical perturbation

pressure gradient force, usually considered as a drag force

for thermals and as a virtual mass coefficient with an ef-

fective inertia for plumes, as well as differences in en-

trainment andmixing. For the latter, a set of conservation

equations can also be derived from dimensional analysis

for rising thermals similar to (1), but with different

(generally larger) entrainment rates compared to plumes

(Morton et al. 1956; Emanuel 1994). Squires and Turner

(1962) presumed that a realistic model of cumulus con-

vection should include features of both the plume and

thermal conceptual models. While questions remain as to

which model provides the best description of real moist

convection, most contemporary convection parameteri-

zations have features more in line with plumes than

thermals (de Rooy et al. 2013).

Over the past several decades many studies have

called into question the realism of representing moist

updrafts in convection schemes using the standard

entraining-plume model [e.g., see the review of de Rooy

et al. (2013)]. These criticisms have often centered on

the heterogeneous structure of real cloudy updrafts, in

contrast to the horizontally homogeneous updraft

properties typically assumed in plume-based schemes.

For example, (1) does not directly address the role of

detrainment near cloud edge that can occur frommixing

of environmental air and cloudy updraft air. Based on

aircraft observations, studies have shown that updraft

air is often strongly diluted from mixing with the envi-

ronment, but cloud height is more consistent with the

growth of less-dilute parcels (e.g., Warner 1970; Warner

1977; Jonas 1990). An explanation for this behavior was

proposed by Raymond and Blyth (1986) based on

‘‘buoyancy sorting,’’ whereby upon mixing of entrained

environmental air with some portion of updraft air, if the

resulting mixture is positively buoyant it remains within

the updraft and continues to rise, and if it is negatively

buoyant it is detrained and descends to its level of

neutral buoyancy. Buoyancy sorting has served as the

conceptual basis for several schemes (e.g., Kain and

Fritsch 1990; Emanuel 1991; Bretherton et al. 2004).

Other inconsistencies between the standard plume

model and cloud-resolving model simulations have also

been emphasized, such as the stochastic nature of en-

trainment as growing updrafts undergo Poisson-process

entrainment events (Romps and Kuang 2010; Romps

2016).

Upward acceleration of buoyant updraft air implies

horizontal entrainment of environmental air, explicitly

linking entrainment to the vertical acceleration of air

within updrafts by mass continuity. This type of en-

trainment associated with organized convective-scale

flow has been referred to as ‘‘dynamic entrainment,’’

distinguished from entrainment driven by smaller-scale

turbulent mixing (‘‘turbulent entrainment’’) (e.g.,

Houghton and Cramer 1951; Asai and Kasahara 1967;

Tiedtke 1989; Bechtold et al. 2008; de Rooy and

Siebesma 2010). A similar mechanism occurs with the

vertical deceleration of air in updrafts, leading to dy-

namic detrainment (de Rooy et al. 2013). The plume

model in (1) can be modified to account for dynamic

entrainment, expressed as (e.g., de Rooy and Siebesma

2010)

1

M

dM

dz
5 «

turb
1 «

dyn
, (2)

where «turb and «dyn are fractional turbulent and dy-

namic entrainment rates, respectively. Fractional de-

trainment associated with dynamic and/or turbulent

detrainment is also often included in such expressions

but is excluded in (2) for the sake of discussion since

the focus here is on entrainment. Numerous parame-

terizations have been proposed for «turb and «dyn as

functions of saturation specific humidity, relative hu-

midity, moisture convergence, or momentum con-

vergence, to name a few [see de Rooy et al. (2013) for

an overview].

Large-eddy simulation (LES) has been instrumental

for understanding entrainment and improving its rep-

resentation in convection schemes. Several studies have

used LES to assess and improve entrainment rate for-

mulations (e.g., Siebesma and Cuijpers 1995; Neggers

et al. 2002; Kuang and Bretherton 2006; de Rooy and

Siebesma 2010). Typically, « has been estimated from

LES following the variation of conserved variables with

height, assuming updrafts can be represented by steady-

state entraining plumes (e.g., Siebesma and Cuijpers

1995; Siebesma et al. 2003; de Rooy et al. 2013). On the

other hand, direct calculation of entrainment rates using

passive tracers in LES has shown that the standard

entraining-plume assumption can substantially under-

estimate «, by approximately a factor of 2 (Romps 2010;

Dawe and Austin 2011a). Romps (2010) described this

inconsistency as arising from differences in tracer

amounts in the near and far updraft environments that

cannot be accounted for by the standard plume

approach.

This paper also critiques the entraining-plume model,

but from a theoretical perspective. Herein, analytic ex-

pressions for the evolution of a passive scalar, buoyancy,

and vertical velocity are derived as a simple analog for

growingmoist convective updrafts. These expressions are
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compared to three-dimensional numerical simulations,

with individual updrafts initiated by adding warm

bubbles near the level of free convection (LFC). The

purpose is to develop simple scaling relationships that

provide a straightforward physical interpretation of

key factors affecting moist deep convection, intended

to augment detailed LES studies. This study also

bridges aspects of the plume and thermal conceptual

models of moist convection; it is argued that a key

linkage between these models is dynamic entrain-

ment, and specifically its relationship to the organized

updraft structure (the vertical distribution of buoy-

ancy in particular) and its role in driving smaller-scale

turbulent mixing.

The remainder of the paper is organized as follows.

Section 2 provides a derivation of the theoretical ex-

pressions. The numerical simulations are described in

section 3 and compared with the analytic expressions in

section 4. Section 5 summarizes key results and provides

conclusions.

2. Derivation of theoretical expressions

In this section, analytic expressions are derived for the

evolution of a passive scalar CTr, buoyancy B, and ver-

tical velocity w in a simple model of growing moist

convection. The initial focus is on CTr because the der-

ivation is straightforward—in essence, equations for the

transport of a passive scalar are the same as those for dry

convective updrafts. More complicated expressions for

the evolution of B and w are then derived after. These

expressions give CTr, B, and w at the updraft center,

which simplifies the derivation since horizontal advec-

tion is zero at the center by symmetry in the axisym-

metric framework employed here. However, it is

emphasized that horizontal advection associated with

inflow of environmental air into the updraft (dynamic

entrainment) is indirectly important at the updraft

center because it modifies horizontal gradients and

hence smaller-scale lateral turbulent mixing, as will be

shown in section 2d.

Idealized numerical simulations from Morrison

(2016a, see Fig. 1 therein) indicate net horizontal

convergence across updrafts from the LFC to just

below the height of maximum buoyancy (HMB),

nearly zero convergence at the HMB itself, and net

divergence above. This structure is primarily ex-

plained by the field of buoyant perturbation pres-

sure pB and the associated horizontal perturbation

pressure gradient force: pB . 0 approximately above

the HMB, relative to the environment (meaning a

horizontal perturbation pressure gradient force di-

rected outward from the updraft), with pB , 0 below

(meaning an inward-directed horizontal perturbation

pressure gradients force). This structure is dictated by

the dependence of pB on vertical gradients of buoy-

ancy; for a vertically symmetric updraft buoyancy

profile—that is, buoyancy that is a mirror image above

and below the HMB—single normal Fourier–Bessel

mode solutions show that pB is exactly antisymmetric

around the HMB. This links regions of net horizontal

convergence and divergence directly to the vertical

distribution of updraft buoyancy, keeping in mind

that dynamic perturbation pressure must be included

for the pressure field to be consistent with mass

continuity. As updrafts grow the HMB rises over

time, and hence so do the regions of net conver-

gence and divergence.

Since net convergence near the HMB is close to

zero, the effects of dynamic entrainment at this level

are small. On the other hand, net horizontal con-

vergence from the LFC to just below the HMB drives

dynamic entrainment, with important effects on up-

draft properties there. This picture notably differs

from previous studies that have included dynamic

entrainment within a plume-like framework (e.g.,

Asai and Kashara 1967; de Rooy and Siebesma 2010).

This is because these studies applied dynamic en-

trainment at all levels where the mass flux increases

with height, inconsistent with near-zero convergence

at the HMB and net divergence above. Reflecting this

distinction, the expressions herein are first derived

at the HMB assuming dynamic entrainment has a

negligible impact at this level. Expressions valid be-

tween the LFC and HMB at the updraft center are

then derived by including the effects of dynamic

entrainment.

a. Passive scalar

Wefirst consider the evolution ofCTr at theHMB as it

rises. Performing a Reynolds averaging of the scalar

conservation equation in axisymmetric cylindrical co-

ordinates gives

›C
Tr

›t
52u

›C
Tr

›r
2w

›C
Tr

›z
2

1

r

›(ru0C0
Tr)

›r
2
›(w0C0

Tr)

›z
,

(3)

where u and w are the radial and vertical winds, r is ra-

dial distance from the updraft center, z is height, t is

time, unprimed quantities represent the organized

updraft-scale flow, and primes denote fluctuations from

this organized flow. For ease of interpretation, the

organized-flow quantities are written in advective form,

while the fluctuating quantities are written in flux form,

assuming constant air density. Hereafter the overbars
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denoting Reynolds-averaged quantities are omitted ex-

cept for the turbulent flux terms. The vertical turbulent

flux divergence is neglected for simplicity, which as-

sumes that lateral turbulent mixing dominates.1

By axisymmetry horizontal gradients must vanish at

r 5 0 in the presence of mixing, implying that u0C0
Tr 5 0

at r 5 0. On the other hand, nonzero gradients imply

u0C0
Tr 6¼ 0 away from the updraft center and hence a

nonzero horizontal flux divergence across the updraft.

The local flux divergence is approximated by its hori-

zontally averaged value from r 5 0 to r 5 L:

1

r

›(ru0C
Tr
)

›r
’

1

pL2

ð2p
0

ðL
0

1

r

›(ru0C0
Tr)

›r
r dr du

5
2

L
u0C0

Trj
r5L

r50 5
2

L
(u0C0

Tr)L , (4)

where L is a turbulent mixing length. The value of u0C0
Tr

at r 5 L, (u0C0
Tr)L, is estimated by applying an eddy

diffusion approach (Kuo 1962; Asai and Kasahara 1967;

de Rooy and Siebesma 2010):

(u0C0
Tr)L 52K

C

›C
Tr

›r
, (5)

where Kc is an exchange coefficient approximated as

K
C
5

k2L2

P
r

����›w›r
���� . (6)

Here k is a constant and Pr’ 1/3 is a turbulent Prandtl

number (Deardorff 1972) also applied in the subgrid-

scale mixing scheme for the numerical simulations in

section 3.

Combining (3)–(6) gives

›C
Tr

›t
52u

›C
Tr

›r
2w

›C
Tr

›z
1

2k2L

P
r

›C
Tr

›r

����›w›r
���� . (7)

Assuming ›w/›r;2w/R and ›CTr/›r;2(CTr 2CTr,E)/R,

where w and CTr are values at the updraft center and

CTr,E is the scalar value in the environment (it is as-

sumed w 5 0 in the environment), taking (7) as a ma-

terial derivative following the updraft flow—that is,

d/dt5 ›/›t1 u›/›r1w›/›z and using the chain rule such

that d/dt5 (d/dz)(dz/dt)5 (d/dz)w—(7) is expressed as

w
dC

Tr

dz
2

2k2Lw(C
Tr
2C

Tr,E
)

P
r
R2

5 0. (8)

In this quasi-Lagrangian framework, the material

derivative is taken to follow the HMB, which closely

tracks the growth of the cloud/updraft top until the

dissipation stage in the numerical simulations presented

in section 3. Note that interpreting the increase in height

of the HMB as it rises over time as a material derivative

is an approximation since it does not strictly follow air

parcel trajectories; analysis of the simulations shows that

the upward movement of the HMB is about a factor of

1.5–2 smaller than w at this level.

Dividing (8) by w, its form is similar to the expression

for scalar transport in the steady-state entraining-plume

model of Betts (1975) and subsequent studies:

dC
Tr

dz
52«

C
(C

Tr
2C

Tr,E
), (9)

where «C is a fractional scalar entrainment rate. An

expression for CTr at height z, CTr,z, is derived by di-

viding (8) by w and analytically integrating (without

approximation) from the LFC to height z (i.e., where z is

understood to be the height of the HMB as it increases

over time), assuming constant R, to give

C
Tr,z

5C
Tr,0

e22k2Lz/(PrR
2) , (10)

where CTr,0 is the value of CTr at the LFC and

CTr,E 5 0 for simplicity and consistency with the simu-

lations discussed in section 3. An alternative solution is

derived by dividing (8) byw, using a linear estimate of the

average value of CTr ; (CTr,z 2CTr,0)/2 on the right-hand

side, and integrating the resulting expression from the

LFC to z:

C
Tr,z

5
12 k2Lz/(P

r
R2)

11 k2Lz/(P
r
R2)

C
Tr,0

. (11)

Differences in CTr,z using (10) and (11) are less than a

few percent for the tests described in section 4, which is

not surprising since the form of (11) is an approximation

of the infinite power series expression for e2x valid when

x � 2; that is, e2x ’ (12 x/2)/(11 x/2). Hereafter we

focus on (11) since a similar approximation is used to

derive analytic equations for B and w in sections 2b and

2c. Note that if R is constant in time, then (10) and (11)

1Adebate on the role of lateral versus cloud-topmixing has been

ongoing for several decades. Observational evidence for cloud-top

entrainment comes from mixing diagrams of conserved variables

(e.g., Paluch 1979; ‘‘Paluch’’ diagrams). On the other hand, there

has been criticism of this interpretation of the data (Taylor and

Baker 1991; Siebesma 1998; de Rooy et al. 2013; Boing et al. 2014)

since ‘‘buoyancy sorting’’ can lead to a selection bias in Paluch

diagrams; buoyant parcels are more likely to come from below and

negatively buoyant parcels from above, explaining the alignment of

data. Consistent with this idea, more recent modeling work (e.g.,

Heus et al. 2008; Boing et al. 2014) reproduced the observed Paluch

diagrams but indicated the dominant role of lateral mixing based

on a Lagrangian particle-tracking analysis.
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are equivalent to steady-state entraining-plume solu-

tions for CTr,z with z interpreted as height within the

plume. However, it is emphasized that this scaling only

applies near the HMB, and not lower in the updraft,

which is a key difference from the standard entraining-

plume model.

b. Turbulent entrainment of buoyancy

Most convection schemes solve equations for con-

served or approximately conserved quantities such as

total water and moist static energy. Such an approach

could be employed here to derive an equation for B, but

this gives large errors using a linearized form of dqs/dT

(qs is the saturation vapor mixing ratio and T is tem-

perature) needed to relate moist static energy and qs.

Thus, numerical integration appears to be required for

reasonably accurate solutions using this approach.

However, since we seek understanding of updraft be-

havior by deriving analytic solutions, an alternative ap-

proach is instead used to estimate B. Noting that qy ’ qs

within cloudy updrafts implies that S5 qy 2 qs 5 0 and

hence dS/dt5 0, where S is the absolute supersaturation.

The supersaturation equation can be expanded and ex-

pressed in terms of the condensation rate CD to give

dS

dt
5

�
dq

y

dt

�
mix

2

�
dq

s

dt

�
mix

1
gw

c
p

dq
s

dT
2C

D

2
L

y

c
p

dq
s

dT
C

D
5 0, (12)

where subscript ‘‘mix’’ indicates the time rate of change

due to turbulent mixing, and the effects of other diabatic

processes (e.g., radiation) are neglected. Here g, cp, and

Ly are the acceleration of gravity, specific heat of air at

constant pressure, and latent heat of vaporization,

respectively.

For horizontal turbulent mixing of a saturated up-

draft and subsaturated environmental air, we use (8)

with CTr,E 5 qyE (vapor mixing ratio of the environ-

ment) in the environment and CTr 5 qy 5 qs in the

updraft. This gives

�
dq

y

dt

�
mix

52
2k2Lw(q

s
2 q

yE
)

P
r
R2

. (13)

An expression for (dqs/dt)mix is derived from the equa-

tion for horizontal mixing of temperature combined

with linearizing dqs/dT’ (qs 2 qsE)/(T2TE), where qsE
is the saturation mixing ratio of the environment and T

and TE are the updraft temperature and environmental

temperature, respectively. This approximation is valid

since horizontal temperature differences between the

updraft and the environment are small relative to the

temperature itself. For isobaric mixing of temperature

(dT/dt)mix, we use (8) with CTr,E 5 TE in the environ-

ment and CTr 5 T in the updraft. Combined with the

linearized dqs/dT, this gives�
dq

s

dt

�
mix

5
dq

s

dT

�
dT

dt

�
mix

’2
2k2Lw(q

s
2 q

sE
)

P
r
R2

. (14)

Combining (12)–(14) and rearranging terms gives an

expression for condensation rate that includes vertical

motion and turbulent mixing of temperature and water

vapor:

C
D
5

gw

c
p
G

dq
s

dT
2

2k2Lw(q
sE
2 q

yE
)

P
r
R2G

, (15)

where G5 11 (Ly/cp)(dqs/dT)’ 11L2
yqs/(cpRyT

2) is a

thermodynamic parameter ranging from ;1.5 to 2.5 for

typical atmospheric conditions, with dqs /dT estimated

using the Clausius–Clapeyron relationship; Ry is the gas

constant for water vapor. The condensation rate can be

expressed in terms of a buoyancy tendency by noting

dB/dt5LygCD/(cpTE), neglecting condensate loading,

water vapor, and pressure perturbation effects on B.

When combined with (15) and including the direct lat-

eral turbulent mixing of buoyancy, this gives

dB

dt
5

L
y
g

c
p
T
E

"
gw

c
p
G

dq
s

dT
2
2k2Lw(q

sE
2 q

yE
)

P
r
R2G

#
2

2k2LwB

P
r
R2

.

(16)

This equation can be simplified by expressing the first

term on the right-hand side, which represents the

buoyancy tendency from moist pseudoadiabatic ascent,

in terms of the difference between the pseudoadiabatic

and environmental lapse rates Q multiplied by g/TE to

give

dB

dt
5 gQw2

2L
y
gk2Lw(q

sE
2 q

yE
)

c
p
T
E
P
r
R2G

2
2k2LwB

P
r
R2

. (17)

Taking (17) as the material derivative, applying the

chain rule similar to the approach for CTr in section 2a,

and dividing by w gives

dB

dz
5 gQ2

2L
y
gk2Lq

sE
(12R

H
)

c
p
T
E
P
r
R2G

2
2k2LB

P
r
R2

, (18)

where environmental relative humidity RH 5 qyE/qsE.

For constant gQ, T, and RH, (18) can be solved ana-

lytically for B(z) by a separation of variables if B is

specified at the lower boundary (the LFC). However,
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given that these quantities generally vary with height,

integration of (18) from the LFC to z is written more

generally as

B5

ðz
LFC

"
gQ2

2L
y
gk2Lq

sE
(12R

H
)

c
p
T
E
P
r
R2G

2
2k2LB

P
r
R2

#
dz .

(19)

An expression for the pseudoadiabatic buoyancy BAD is

given by setting k 5 0 in (19) to yield

B
AD

5

ðz
LFC

gQdz . (20)

Combining (19) and (20) yields

B5B
AD

1

ðz
LFC

"
2
2L

y
gk2Lq

sE
(12R

H
)

c
p
T
E
P
r
R2G

2
2k2LB

P
r
R2

#
dz .

(21)

The integral in (21) is approximated by assuming a lin-

ear vertical profile of B between the LFC and z. This

gives

B5B
AD

2
2L

y
gk2Lz

c
p
P
r
R2

F2
k2LzB

P
r
R2

, (22)

where F5(1/z)
Ð z
LFC

f[qsE(12RH)]/(GTE)gdz is a verti-

cally averaged (from the LFC to z) environmental

thermodynamic parameter that depends on TE andRH.

Rearranging terms in (22) gives an estimate for B at the

updraft center:

B5
B

AD

11 k2Lz/(P
r
R2)

2
2L

y
gk2LF

c
p
(P

r
R2/z1 k2L)

. (23)

The first term on the right-hand side of (23) represents

the direct dilution of buoyancy, while the second term

represents dilution caused by turbulent entrainment of

dry air. Figure 1 shows B (solid red and blue lines) cal-

culated from (23) as a function of z for different values

of R and RH. We calculate BAD from pseudoadiabatic

FIG. 1. Vertical profiles of the analytic buoyancy at the updraft center and at theHMB following (23) (solid lines)

and that between the LFC and HMB with enhanced lateral turbulent mixing following (32) (dotted lines) for

various updraft radii R. Environmental relative humidity RH is 0.3 (red) or 0.8 (blue). The value of k2/Pr for the

calculations is 0.2. Black lines indicate the pseudoadiabatic buoyancy calculated from ascent of the most energetic

parcel using the thermodynamic sounding of Weisman and Klemp (1982).
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ascent of the most unstable parcel using the thermody-

namic sounding from Weisman and Klemp (1982),

modified so that RH above the LFC (;1.5-km height) is

constant to isolate the effects of RH, while k2/Pr 5 0.2

and L 5 R. Strong sensitivity to both R and RH is evi-

dent, with B going negative about 500m above the LFC

for a narrow updraft (R 5 0.7 km) in a dry environment

(RH 5 0.3).

c. Updraft vertical velocity

Performing a Reynolds averaging of the Boussinesq

vertical momentum equation, neglecting the vertical

turbulent flux divergence, and following the approach in

section 2a to estimate u0w0 similar to u0C0
Tr, gives

dw

dt
52

1

r
0

›p

›z
2

2k2Lw2

R2
1B , (24)

where p is air pressure and all quantities except air

density r0 are perturbations from a hydrostatic, mo-

tionless basic state. The first term on the right-hand side

is the vertical perturbation pressure gradient force, the

second term is the turbulent mixing of w, and the third

term is the buoyant acceleration of w. Morrison

(2016a,b) and Peters (2016) discuss the perturbation

pressure term in detail. These papers derive analytic

scalings for this term as a function of R and the updraft

height H.

An expression for dw/dt is derived by combining (24)

and the expression for B from (23), giving

dw

dt
52

1

r
0

›p

›z
2

2k2Lw2

R2
1

B
AD

11 k2Lz/(P
r
R2)

2
2L

y
gk2LF

c
p
(P

r
R2/z1 k2L)

. (25)

Again we take (25) as a material derivative, use the

chain rule withw5 dz/dt, and integrate from the LFC to

z assuming a linear vertical profile of w so thatÐ z
LFC

w2 dz0 ’ (w2/z2)
Ð z
LFC

z02 dz0 5w2z/3. Combined with

the analytic expression for
Ð z
LFC

(1/r0)(›p/›z) dz
0 from

Morrison [2016a, his (20) therein] this yields, after re-

arranging terms to solve for w,

w5

2
42CAPE([1/z2 2L

y
gk2LF/(c

p
P

r
R2CAPE)]fP

r
R2z/(k2L)2 [P 2

r R
4/(k4L2)] ln[k2Lz/(P

r
R2)1 1]g)

11a2R2/H2 1 4k2Lz/(3R2)

3
5
1/2

, (26)

where CAPE is the convective available potential en-

ergy found by integrating the buoyancy from the LFC to

height z, and a is a parameter in the perturbation pres-

sure term equal to the ratio of the vertical velocity at the

updraft center to that horizontally averaged across the

updraft (Morrison 2016a).

Turbulent mixing and perturbation pressure effects

both reducew from themaximum thermodynamic value

for a nonentraining parcel (i.e., wmax 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2CAPE

p
). In

the denominator of (26), the second term represents the

effects of perturbation pressure, and the third term is the

direct turbulent mixing of vertical momentum. Terms in

the numerator represent the turbulent mixing of buoy-

ancy and dry air.

Figure 2 shows w calculated using (26), again assum-

ing k2/Pr 5 0.2 and L 5 R and using the modified ther-

modynamic sounding fromWeisman and Klemp (1982),

as a function of R for various z 5 H (Fig. 2a) and as a

function ofRH (Fig. 2b). The behavior ofw as a function

of R is interesting, since w decreases with increasing R

from perturbation pressure effects, but also decreases

with decreasing R from lateral turbulent mixing. This

leads to a peakw occurring in an intermediate range ofR

between ;1 and 5km. [It is important to keep in mind

that the w in (26) is from the organized convective-scale

motion and does not directly include turbulent-scale

fluctuations of w.] This behavior is consistent with pre-

vious numerical results of Holton (1973) and Kuo and

Raymond (1980). Here the value of R at which this oc-

curs Rpeak increases with z. The value of Rpeak does not

depend directly on CAPE, although it is affected by the

entrainment of dry air such that a drier environment

favors a larger Rpeak. Overall, the maximum w over the

range ofR is about one-half the value ofwmax. HereL5
R was chosen for simplicity and based on LES of moist

deep convection showing a lack of scale separation in

the w kinetic energy spectra between updraft-scale

eddies and smaller-scale turbulent eddies (Moeng

et al. 2009; Lebo and Morrison 2015). Decreasing L, for

example to a value of R/2, decreases the effects of en-

trainment and shifts Rpeak to smaller values (not shown)

but does not change the general picture.

d. The effects of dynamic entrainment

Dynamic entrainment caused by organized lateral

inflow of environmental air between the LFC andHMB,

required by mass continuity to balance vertical accel-

eration of updraft air, directly affects quantities away
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from the updraft center. If mixing between entrained

environmental air and buoyant updraft air is relatively

slow compared to the entrainment rate and/or the en-

vironment is dry, then one may expect the mixture of

entrained and updraft air to become negatively buoyant

and experience downward acceleration, in effect being

detrained from the updraft and hence reducingR. This is

essentially the buoyancy sorting mechanism (e.g.,

Raymond and Blyth 1986), which is believed to play an

important role in the dynamics of moist convection. On

the other hand, if the entrained air is humid and/or

rapidly mixed with updraft air, then dynamic entrain-

ment will lead to the dilution of updraft properties but

not necessarily a reduction of R. An additional compli-

cation is the recirculation of air detrained from the

updraft, so that the entrained air along the lateral

updraft edges may negatively buoyant, descending,

and moist relative to the environment (Heus and

Jonker 2008).

Since dynamic entrainment has no direct impact at the

updraft center owing to symmetry of the flow (u 5 0 at

r 5 0), the dilution of updraft properties away from the

updraft center and/or narrowing of updrafts via buoy-

ancy sorting implies a sharpening of horizontal gradients

across the updraft. This in turn enhances lateral mixing

from smaller-scale turbulence. Thus, it is argued that

dynamic entrainment and turbulent entrainment are

inextricably linked through changes in horizontal het-

erogeneity of properties across the updraft. This is in-

tuitive since the separation of dynamic and turbulent

entrainment is inherently artificial; kinetic energy

spectra from LES of moist deep convection show no

evidence for a scale separation between updraft-scale

motion and smaller-scale turbulence (Moeng et al. 2009;

Lebo andMorrison 2015). This interlinkage between the

sharpening of gradients associated with buoyantly

driven updraft-scale eddies and mixing by smaller-scale

turbulent eddies is consistent with the picture put forth

by Grabowski and Clark (1993) explaining the dynamics

of the cloud–environment interface.

The sharpening of horizontal gradients from dynamic

entrainment is estimated from the advective form of the

scalar conservation equation using an upstream hori-

zontal finite differencing, similar to that used by Asai

and Kasahara (1967) and de Rooy and Siebesma (2010):

›C
Tr,U

›t
52

u
U
(C

Tr,B
2C

Tr,U
)

Dr
2w

U

›C
Tr,U

›z

52
2u

U
(C

Tr,B
2C

Tr,U
)

R
HMB

2w
U

›C
Tr,U

›z
, (27)

where RHMB is the updraft radius at the height of max-

imum buoyancy, Dr5RHMB/2 is the horizontal spacing,

and subscriptsU and B denote values within the updraft

and at the lateral boundary, respectively (Fig. 3). In-

terpreting CTr,U as an average value of CTr between r5
0 and r 5 RHMB, either a reduction of R or dilution of

local updraft properties reduces CTr,U from dynamic

entrainment below the HMB. Thus, no explicit as-

sumptions are made about the role of buoyancy sorting

in sharpening horizontal gradients between r 5 0 and

r 5 RHMB.

Assuming a linear horizontal profile of u such that

uU ; uB/2 (since u5 0 at r5 0) and with CTr,B 5 0, (27)

is expressed as

›C
Tr

›t
5

u
B
C

Tr,U

R
HMB

2w
U

›C
Tr,U

›z
. (28)

FIG. 2. Analytic vertical velocity w at the updraft center and at

the height of maximum buoyancy calculated using (26) as a func-

tion of updraft radius R. Values of w at varying heights are in-

dicated by colored lines. (a) Results for RH 5 0.5, with the

thermodynamic maximum w equal to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2CAPE

p
indicated by

horizontal dotted–dashed lines and the calculated w from (26)

indicated by solid lines. CAPE is calculated by vertically in-

tegrating the pseudoadiabatic buoyancy from the LFC to the

given height. (b) Results for RH 5 0.1 (dashed lines), 0.5 (solid

lines), and 0.9 (dotted lines). Values of k2/Pr and Pr are 0.2 and
1/3,

respectively.
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The first term on the right-hand side of (28) is the dy-

namic entrainment of CTr,U due to organized convec-

tive flow, and uB is given by the horizontally averaged

mass continuity equation, yielding after rearranging

terms

u
B
52

R
HMB

2

›hwi
›z

, (29)

where hwi is the vertical velocity horizontally averaged

from r 5 0 to r 5 RHMB.

Combining (28) and (29) and approximating hwi;wU

gives

›C
Tr

›t
52

›w
U

›z

C
Tr,U

2
2w

U

›C
Tr,U

›z
. (30)

Following the material derivative of upward-moving

parcels below the HMB (or equivalently assum-

ing steady state below the HMB), approximating

›wU /›z;wU /z and ›CTr,U /›z; (CTr,U 2CTr,0)/z with

the conditions thatwU5 0 andCTr,U5CTr,0 at the LFC,

dividing by wU, and rearranging terms gives

C
Tr,U

;
2

3
C

Tr,0
. (31)

Since dynamic entrainment has no direct impact on

quantities at the updraft center, the implication is that

all being else equal it increases horizontal gradients

between the updraft center and r 5 RHMB/2 by a factor

of ;3/2, independent of w, RHMB, or z. This simple

scaling therefore suggests an increase in lateral turbu-

lent mixing by (3/2)2 5 9/4, since mixing is related to the

product of horizontal gradients of CTr and w (assuming

a similar 3/2 scaling of w gradients from dynamic

entrainment). Thus, an estimate of CTr at the updraft

center in the dynamic entrainment region between the

LFC and HMB is given by (11) but with a scaling of the

turbulent mixing by 9/4.

In this derivation it is assumed that the region with

CTr,B . 0 defines the radius RHMB, so that CTr,B 5 0.

This implicitly accounts for the detrainment of CTr

into the environment (assuming CTr 5 0 in the envi-

ronment), increasing the width of the region of

nonzero CTr. However, the situation is more com-

plicated for buoyancy and vertical velocity because

detrainment of cloud water and its subsequent

evaporation can lead to a negatively buoyant, moist,

descending shell along the lateral updraft edge (Heus

and Jonker 2008; Jonker et al. 2008; de Rooy et al.

2013). Thus, air recirculated and entrained into the

updraft may have B , 0 and w , 0 as well as RH

greater than in the surrounding environment. None-

theless, given the lack of a theoretical framework for

describing the properties of the moist descending

shell, for simplicity it is assumed that entrained air has

B 5 0 and RH equal to that of the environment, and

the region with B . 0 and w . 0 defines RHMB. With

these assumptions, an estimate of B at the updraft

center between the LFC and HMB is given by apply-

ing the 9/4 scaling to the turbulent mixing terms in

(23) to yield

B5
B

AD

11 9k2Lz/(4P
r
R2

HMB)
2

9L
y
gk2LF

2c
p
(P

r
R2

HMB/z1 9k2L/4)
,

(32)

where z is the height above the LFC (between the LFC

and HMB), in contrast to (23) where z is the height of

maximum buoyancy as it rises over time.

Values of B calculated using (32) are shown in

Fig. 1, using the same sounding and setup described

in section 2b. Certain combinations of RHMB, z, and

RH lead to B , 0 between the LFC and HMB (dotted

lines) via (32) but B . 0 at the HMB (solid lines) via

(23). This implies that dynamic entrainment, by en-

hancing smaller-scale turbulent mixing relative to

that at the HMB, can lead to the region of positive

buoyancy at the HMB being cut off from the LFC by a

region with B , 0 between the LFC and HMB. In

other words, this suggests that under certain condi-

tions updrafts will exhibit a structure that resembles

rising thermals instead of plumes connected to the

LFC by a continuous region of positive buoyancy.

Based on (32), updraft structure will tend to be more

thermal-like than plume-like when RHMB is small,

the environment is dry, and when the distance from

FIG. 3. Diagram of the horizontal discretization applied to the

scalar conservation equation to estimate the effects of dynamic

entrainment. HMB is the height of maximum buoyancy and RHMB

is the updraft radius at the HMB.
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FIG. 4. Vertical cross-sectional plots of perturbation potential temperature (color contours), relative to the (left)

horizontal-domain-average vertical air velocity w, and (right) horizontal air velocity u, for the simulation with

environmental RH 5 0.425 and a 1-km initial bubble. The contour interval is 5 m s21 for w and 2m s21 for u.

Results are shown at t 5 (top) 7, (middle) 10, and (bottom) 13min. Only a small portion of the model domain

is shown.
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FIG. 5. As in Fig. 4, but for the simulation with RH 5 0.85 and t 5 (top) 6, (middle) 9, and (bottom) 12min.
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FIG. 6. As in Fig. 4, but for the simulation withRH5 0.425 and a 4-km initial bubble at t5 (top) 8, (middle) 11, and

(bottom) 14min.
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FIG. 7. As in Fig. 4, but for the simulation with RH 5 0.485 and a 4-km initial bubble, and t 5 (top) 7, (middle) 10,

and (bottom) 13 min.
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the HMB to LFC is large. This is an important dis-

tinction with the standard entraining-plume model,

which does not explicitly link smaller-scale tur-

bulent mixing to the larger-scale organized

convective flow.

Similarly to B, w at the updraft center between the

LFC and HMB is estimated by assuming the entrained

air has w 5 0, B 5 0, and RH equal to that of the envi-

ronment. Applying the 9/4 scaling to the turbulent

mixing terms in (26) gives

w5

2
42CAPE([1/z229L

y
gk2LF/(4c

p
P
r
R2

HMBCAPE)]f4P
r
R2

HMBz/(9k
2L)216P2

r R
4
HMB/(81k

4L2) ln[9k2Lz/(4P
r
R2

HMB)11]g)
11a2R2

HMB/H
2 1 3k2Lz/R2

HMB

3
5
1/2

.

(33)

3. Idealized numerical simulations

a. Model description and setup

To assess the theoretical expressions derived in

section 2, numerical simulations were performed us-

ing the Weather Research and Forecasting (WRF)

Model, version 3.6.1 (Skamarock et al. 2008). WRF

is a compressible, nonhydrostatic atmospheric model.

For simplicity and to allow a direct comparison with

the theoretical expressions, effects of condensate

loading on the buoyancy are neglected. Fifth-order

horizontal advection and third-order vertical advec-

tion with a limiter to ensure positive definiteness for

nonmomentum quantities are used.

The model is three-dimensional (3D) with a do-

main extending 50 km in each horizontal direction

and 20 km vertically and 100-m horizontal grid

spacing and approximately 250-m vertical grid spac-

ing. Additional tests were performed with higher

vertical resolution, ;100-m grid spacing, so that the

grid aspect ratio was approximately 1:1. These tests

show only small differences in the structure and

evolution of the updrafts compared to the coarser-

resolution simulations, including the buoyancy and

vertical velocity fields, and hence the main results

and conclusions are not affected. Lateral boundary

conditions are periodic, with free-slip conditions at

the surface. A Rayleigh damper with damping co-

efficient of 0.003 s21 is applied to the upper 5 km to

limit spurious wave reflection. All physical parame-

terizations except microphysics are neglected for

simplicity; for microphysics, only cloud water con-

densation and evaporation are considered using the

scheme of Morrison et al. (2009).

FIG. 8. Updraft radiusR at the height of maximum buoyancy as it rises over time from the simulations withRH5
(a) 0.425 and (b) 0.85 and varying initial bubble radii. Individual data points are plotted at 1-min intervals. The

updraft radius is defined by the continuous region with w . 0 and B . 0, where B is calculated relative to the

horizontal domain-average buoyancy.
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Initial conditions are unsheared with horizontally

homogeneous thermodynamic profiles, except for a

single warm bubble applied in each simulation to initiate

convection. The size of the initial warm bubble varies

among simulations, with a cosine dependence on the

shape of the perturbation potential temperature (u0)
profiles and a maximum u0 of 2K in the bubble center.

Initial bubble radii of 0.5, 1, 2, and 4km are tested. The

bubbles have a height of 2 km centered at an altitude of

1.5 km. The initial thermodynamic sounding follows

from the analytic sounding of Weisman and Klemp

(1982). However, to more tightly control the impact of

environmental RH, the sounding is modified so that it is

constant above 2km, set to either 0.425 or 0.85. The RH

below 2km is the same as in the original Weisman–

Klemp sounding to keep approximately the same LFC

(;1.5 km).

A first-order mixing scheme (Smagorinsky 1963) is

applied to represent the effects of subgrid-scale eddies.

Explicitly resolved turbulence is limited in these simu-

lations because of the finite spinup time required to

develop grid-scale turbulent motion and an energy cas-

cade (e.g., Chow et al. 2005; Lebo and Morrison 2015).

To better represent the mixing expected in a turbulent

convective cloud, the subgrid-scale mixing length, which

is typically equal to the model grid length Dx or filter

cutoff scale in LES, was increased by a factor of 5–500m

compared to the 100-m horizontal grid spacing. Thus, it

is emphasized that these simulations are not LES as it is

typically defined, and instead should be viewed as high-

resolution simulations of a diffusive growing moist

bubble. This particular scaling of the mixing length was

chosen so that the overall mixing is dominated by the

more controlled parameterized subgrid-scale mixing as

opposed to the implicit numerical mixing, since it has

been shown in a model with similar numerics that nu-

merical mixing dominates at scales smaller than about

5–6Dx (Skamarock 2004). While simple, this setup al-

lows for a straightforward analysis and comparison with

the theoretical expressions since 1) horizontal symmetry

around the central bubble axis is (nearly) retained,

2) the updraft size is well controlled by the initial bubble

size so that the effects of varying updraft size can be

tested systematically, and 3) mixing is mainly controlled

by a specified mixing length. Additional simulations

were performed with the mixing length set to Dx (100m)

FIG. 9. The ratio CTr/CTr,0 at the updraft center and height of maximum buoyancy as it rises over time from the

numerical simulations (blue) and analytic solutions (red) calculated using (11). Results are shown for RH 5 0.425

and varying initial bubble radii as indicated. Individual data points are plotted at 1-min intervals.

MARCH 2017 MORR I SON 823



FIG. 10. Buoyancy at the updraft center and height of maximumbuoyancy as it rises over time from the numerical

simulations (blue) and analytic solution (red) calculated using (23). Results are shown for RH 5 (left) 0.425 and

(right) 0.85, with varying initial bubble radii as indicated. Individual data points are plotted at 1-min intervals. The

pseudoadiabatic buoyancy is shown by the black solid line.
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FIG. 11. Vertical velocity at the updraft center and height of maximum buoyancy as it rises over time from the

numerical simulations (blue) and analytic solutions (red) calculated using (26). Results are shown for RH 5 (left)

0.425 and (right) 0.85, with varying initial bubble radii as indicated. Individual data points are plotted at 1-min

intervals. The thermodynamicmaximumvertical velocity neglecting entrainment and perturbation pressure effects,

equal to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2CAPE

p
, is shown by the black solid line. CAPE is calculated by vertically integrating the pseudoadia-

batic buoyancy from the LFC to the given height.

MARCH 2017 MORR I SON 825



FIG. 12. Vertical velocityw at the updraft center and height of maximum buoyancy as it rises over time, from the

analytic solutions calculated using (26). The total analytic w with all processes included is indicated by red plus

signs, and colored lines indicate solutions neglecting either B entrainment (purple) or w entrainment (green).

Individual data points are plotted at 1-min intervals. The thermodynamic maximum w is shown by the solid

black line.
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FIG. 13. Vertical profiles of buoyancy at the updraft center from the simulations (blue crosses), the analytic

expression at the HMB from (23) (red diamonds), and the analytic expression between the LFC and HMB

with enhanced lateral mixing from (32) (red crosses). The pseudoadiabatic buoyancy is shown by the solid

black line. Profiles are shown at the time when the HMB achieves maximum height (up to 7.5 km) in each

simulation. Note that the profiles of buoyancy are only shown up to the HMB, since this region is where the

analytic expressions are valid.
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FIG. 14. As in Fig. 13, but for vertical velocity w. Results are shown for the analytic expression at the HMB

given by (26) (red diamonds) and between the LFC andHMBwith enhanced lateralmixing following (33) (red

crosses). The thermodynamic maximumw is shown by the solid black line. Note that the profiles of w are only

shown up to the HMB, since this region is where the analytic expressions are valid.
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and the updrafts exhibit little dilution, even for narrow

updrafts. When L is also set to 100m in the analytic

expressions, they give similar results as the corresponding

numerical simulations except with somewhat greater di-

lution. This small difference likely occurs because hori-

zontal gradients near the lateral updraft edge are sharper

with the reduced mixing in the simulations, differing from

the linear horizontal gradients assumed in the analytic

derivations.

To analyze mixing in detail, a passive tracer with a

mixing ratio of 1 kgkg21 was added in the model, with

values of the tracer held fixed below the eighth model

vertical layer above the surface (approximately 1800m,

just above the LFC).

b. Overview of numerical simulation results

Updraft evolution in the simulations is illustrated by

vertical cross sections of perturbation potential tem-

perature u0, vertical air velocity w, and horizontal air

velocity u at various times (Figs. 4–7). Results from the

1- and 4-km initial bubble simulations with RH 5 0.425

and RH 5 0.85 are shown. A few common features are

evident in all of the simulations. Rapid updraft growth

ensues once condensation begins. After the updrafts

grow sufficiently deep, there is a sharp narrowing of the

updraft radius R (defined by the region with B . 0 and

w . 0) just below the HMB, located about 1 km below

the rising cloud top. This narrowing is associated with

dynamic entrainment as discussed in section 2d. After

about 15–20min the buoyancy at the HMB begins to

decrease as a result of entrainment and dilution, and

eventually a new HMB is established lower in the up-

draft. Updraft radius at the HMB is fairly steady in time

as the updrafts grow, especially for the drier environ-

ment (Fig. 8).

While these simulations share some common features,

there are notable differences. Updraft radius and envi-

ronmental RH have a strong impact on convective evo-

lution, as anticipated from the theoretical expressions.

The 1-km initial bubble and RH 5 0.425 simulation

(Fig. 4) exhibits much greater dilution than the others

shown in Figs. 5–7, with a rapid reduction of buoyancy

over time and a deep negatively buoyant region between

the LFC and the HMB consistent with the theoretical

expressions and discussion in section 2d. That is, the

buoyant updraft becomes detached from the LFC as it

grows, exhibiting the structure of a rising thermal in-

stead of a plume. In contrast, the simulation with a 1-km

initial bubble but moist environment (RH 5 0.85) and

both the moist and dry simulations with 4-km initial

bubbles have a continuous region of positive buoyancy

below the HMB that is clearly rooted at the LFC and,

hence, have a structure more consistent with plumes.

4. Comparison of the theoretical expressions and
numerical simulations

This section compares the theoretical expressions for

evolution of CTr, B, and w at the updraft center in sec-

tion 2 with the numerical simulations described in sec-

tion 3. Results are first compared at the HMB as it rises

over time in the simulations using the analytic expres-

sions for CTr, B, and w given by (11), (23), and (26),

respectively. Then, profiles ofB andw between the LFC

and HMB from the simulations and analytic expressions

from (32) and (33) are compared.

a. Scalar at the HMB

The analytic [(11)] and simulated ratiosCTr,z/CTr,0 as a

function of z (time) at the updraft center (r5 0) for the

four different initial bubble radii (0.5, 1, 2, and 4km) are

compared in Fig. 9. Simulations using RH 5 0.425 are

presented (results are similar for the RH 5 0.85 simu-

lations, not shown). Following the discussion in section

2a, R, z, and CTr,z/CTr,0 are taken at the HMB (up to

7.5 km, the approximate height of maximum buoyancy

of the sounding assuming pseudoadiabatic ascent).

Here, R is defined by the width of the region with CTr .
0.01 in each simulation, averaged over height (time)

FIG. 15. Conceptual model of growing deep moist convective

updrafts. Features illustrated are lateral turbulent entrainment

(small curved black arrows) near the HMB as it rises over time

(dashed line), dynamic entrainment associated with lateral inflow

of environmental air (red arrows), and enhanced lateral turbulent

mixing (large curved black arrows) below the HMB due to sharp-

ening of horizontal gradients from dynamic entrainment. The blue

shaded region represents the updraft regionwith positive buoyancy

and vertical velocity. The upper (lower) sequence represents

a wide (narrow) updraft in a moist (dry) environment.
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from the LFC to z. This definition of R is somewhat

arbitrary, but results do not depend much on the par-

ticular threshold chosen for CTr less than 0.1. The same

threshold is applied for all cases analyzed here. Values

of k2/Pr 5 0.2 and L 5 500m are used in (11) for the

analytic solutions consistent with the mixing parameters

used in WRF.

The analytic solutions are reasonably similar to the

numerically simulated CTr,z/CTr,0. There is generally

greater dilution (smaller CTr,z/CTr,0) with an increase in

z, except for the 4-km initial bubble simulation updraft,

which remains nearly undiluted. Dilution increases with

z at a faster rate for narrower updrafts than wider ones,

illustrating the inverse dependence on R. The main

difference is somewhat less dilution, especially at mid-

levels (;4–7-km height), for the 2- and 4-km bubble

simulations compared to the analytic solutions. This

appears to be caused by the fact that horizontal gradi-

ents of w and CTr near the updraft center at the

HMB are small early in these simulations, while the

analytic solutions assume that ›w/›r’2w/R and

›C/›r;2(CTr 2CTr,E)/R, which provides a better ap-

proximation of the horizontal gradients during later

updraft growth.

b. Buoyancy at the HMB

The analytic B at the updraft center from (23) is

compared to that from the simulations in Fig. 10. The

pseudoadiabatic buoyancy BAD is calculated directly

from the initial sounding based on pseudoadiabatic as-

cent of the most energetic parcel. Since the initial warm

bubble extends above the LFC and values of B just

above the LFC are strongly influenced by the initial

conditions of the bubble, the z in (23) is taken as the

height above 2000m,;500m above the LFC (this height

was chosen because values of B below it tend to be su-

peradiabatic in the simulations). The value of R is cal-

culated from the simulations by the width of the region

with B . 0 and w . 0 at the HMB and is averaged over

the time for parcels to travel from the LFC to z. As

noted earlier, for simplicity the analytic expressions for

B and w neglect the occurrence of a moist descending

shell around the lateral updraft edge, and assume en-

trained air has the same properties as the environment.

Values of k2/Pr 5 0.2 and L 5 500m are used for the

analytic solutions for consistency with the simulations,

similar to the comparison of CTr.

The analytic solutions well capture the simulated B,

including its decrease with height relative to BAD due to

dilution, its decrease with initial bubble width, and its

decrease with environmental RH. The effects of lower

RH are most apparent when R is small, while the effects

are much less apparent for wider updrafts. Notably, the

analytic solution captures the rapid decrease of B to

negative values at a height above ;3 km for the nar-

rowest updraft (0.5-km initial bubble) and dry environ-

ment (RH 5 0.425), broadly consistent with LES

showing that the cloud field remains shallow in dry en-

vironments even when there is appreciable CAPE

(Derbyshire et al. 2004). The analytic and numerical

results showing larger updrafts are less diluted above

cloud base than their narrower counterparts are also

consistent with previous LES studies (e.g., Kuang and

Bretherton 2006; Khairoutdinov and Randall 2006).

c. Vertical velocity at the HMB

Figure 11 compares the analytic w at the updraft

center calculated using (26) with that from the simula-

tions. The value ofR is calculated in the samemanner as

it was for buoyancy in section 4b, the same k2 as applied

to CTr and B is used in (26) for consistency, and a is

calculated directly from the simulations. The variableH

is the distance between the HMB and the LFC. Overall,

the analytic and numerical solutions are similar, and

both indicate much smaller w compared to wmax. Note

that w is small compared to wmax near the LFC for the

4-km initial bubble simulations, despite almost no di-

lution by entrainment. This behavior is captured by the

analytic solutions, and results from a strong downward-

directed perturbation pressure gradient force. The

analytic solutions reproduce the smaller increase of w

(or even decrease) with height for narrower updrafts

from the simulations due to lateral mixing, especially in

the drier environment. For RH 5 0.425 and the nar-

rowest updraft, both the analytic and numerical solu-

tions show a decrease of w with height.

The contrasting effects of entrainment and perturba-

tion pressure are further illustrated in Fig. 12, which

shows the analytic w from (26) following the HMB as it

rises over time for the simulated cases, but with various

entrainment terms neglected (no w momentum en-

trainment or no B entrainment). The entrainment of B

(including entrainment of dry air) is important in all

cases at heights of ;1 km or more above LFC, particu-

larly for narrower updrafts in the drier environment.

The effects of wmomentum entrainment are small, with

less than;15% change in w when neglected in all cases

and almost no effect for the 2- and 4-km initial bubbles.

The limited impact of momentum entrainment on ac-

celeration is consistent with LES (Dawe and Austin

2011b; de Roode et al. 2012; Sherwood et al. 2013).

Perturbation pressure effects are negligible for the

narrower updrafts (initial bubble radii of 0.5 and 1km)

because of the small updraft aspect ratios (R/H) but are

important for the 4-km initial bubble cases near the LFC

whenH is small and henceR/H is relatively large. This is
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shown in Fig. 12 by the difference between the no B

entrainment calculation (purple lines) and the thermo-

dynamic maximum w (black lines); since w entrainment

is minimal, this difference is due to perturbation pres-

sure effects.

d. Buoyancy and vertical velocity between the LFC
and HMB

We next compare the theoretical expressions and

simulations between the LFC and HMB, where dy-

namic entrainment plays an important role by en-

hancing lateral turbulent mixing compared to that at

the HMB as discussed in section 2d. Profiles of simu-

lated B and w between the LFC and HMB and those

from the analytic expressions given (32) and (33), re-

spectively, are compared at the time when the HMB is

at its maximum height (up to 7.5 km) in Fig. 13

(a comparison at earlier times is similar). Overall, the

analytic expressions and simulations give similar pro-

files of B. In particular, both the analytic expressions

and numerical solutions produce a deep region of

negative B between the LFC and HMB for the dry

cases with 0.5- and 1-km initial bubbles. This supports

the idea that dynamic entrainment leads to thermal-

like structure when updrafts are narrow, relative to z,

and the environment is dry, as opposed to plume-like

structure when updrafts are wider or the environment

is moister. Interestingly, the linkage between dynamic

entrainment and vertical acceleration might also ex-

plain the rising pulse-like features seen in the simula-

tions (the local peaks ofB andw at midlevels in some of

the simulations, cf. Fig. 5, and also seen in the profiles in

Fig. 13). That is, the negative feedback between dy-

namic entrainment and ›w/›z (i.e., an increase in ›w/›z

leads to greater dynamic entrainment, thereby re-

ducing ›w/›z) may lead to a pulse-like updraft evolu-

tion, similar to the mechanism proposed by Heus et al.

(2009). The analytic model cannot capture this behav-

ior because it assumes linear profiles of quantities

above the LFC.

The analytic expression for w between the LFC and

HMB from (33) gives results similar to the simulations

for the 0.5- and 1-km initial bubble cases, but it does not

work as well for the 2- and 4-km initial bubble cases

(Fig. 14). This is likely due to the role of local vertical

dynamic perturbation pressure gradients on w that are

not included in the analytic expressions. The effects of

dynamic perturbation pressure are greatest for the wider

updrafts since they have the largest w and hence the

largest magnitude of ›w/›z. While vertical gradients of

dynamic perturbation pressure can be important locally

(Peters 2016), especially in driving vertical acceleration

lower in the updraft, the impact on overall vertical

acceleration averaged from the updraft bottom to top is

generally small (Morrison 2016a; Peters 2016).

5. Discussion and conclusions

This paper presented new analytic expressions for the

evolution of a passive scalar CTr, buoyancy B, and ver-

tical velocity w in growing, entraining deep moist con-

vective updrafts. These expressions gave CTr, B, and w

as a function of R, z, environmental RH, and CAPE,

similar to 3D numerical simulations in which convection

was initiated by warm bubbles of varying size in either a

dry or a moist environment. In particular, the analytic

expressions captured the mixing out of narrow buoyant

updrafts a few kilometers above the LFC in low-RH

environments despite the occurrence of large CAPE.

These expressions also theoretically describe the op-

posing dependencies of perturbation pressure and en-

trainment effects as they vary with R, such that

entrainment reduces w of narrow updrafts more than

that of wide ones, while perturbation pressure effects

weaken wide updrafts more than narrow ones. This re-

sults in a maximum w occurring at intermediate updraft

sizes with R of approximately 1–5km, depending upon

the mixing coefficients and height above the level of free

convection (LFC).

Results suggested different scalings for the lateral

entrainment rate near the height of maximum buoyancy

(HMB), located about 1km below the updraft top, and

lower in the updraft between the LFC and the HMB

owing to the effects of dynamic entrainment, which

contrasts with the standard entraining-plume model.

Near the HMB, dynamic entrainment is limited because

net horizontal convergence across the updraft there is

small, dictated primarily by the vertical distribution of

buoyancy within the updraft. Between the LFC and

HMB, dynamic entrainment associated with inflow of

environmental air leads to a sharpening of horizontal

gradients and hence enhanced lateral turbulent mixing.

Thus, the effects of organized updraft-scale flow and

smaller-scale turbulent mixing through entrainment are

inextricably linked, consistent with the idea of kinetic

energy and scalar variance cascades from larger-scale

eddies to the smaller-scale eddies that ultimately

drive mixing.

Results showed an enhancement of lateral turbulent

mixing between the LFC andHMB relative to the HMB

by a factor of;9/4 independent of R, z, or w, suggesting

self-similarity of dynamic entrainment and its effects on

mixing and dilution. For narrow updrafts (relative to

height) in a dry environment, this enhanced turbulent

mixing led to the ascending region of positive buoyancy

near the HMB being ‘‘cut off’’ from the LFC by a region
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of negative buoyancy, in essence leading to a rising-

thermal-like structure rather than a plume-like updraft

structure. This effect was captured by the theoretical

expressions and evident in the simulations. Thus, it is

proposed that dynamic entrainment, leading to en-

hanced lateral turbulent mixing between the LFC and

HMB, provides a bridge between the plume and thermal

conceptual models, with the transition between a plume-

like structure and a thermal-like structure dictated by

updraft width relative to height and environmental RH.

These results are summarized in a simple conceptual

model of an isolated, growing moist deep convective

updraft (Fig. 15). Further testing is needed using LES to

confirm this finding for less-idealized conditions.

As in any study, there are several caveats that should

be kept in mind. The most important is that the nu-

merical simulations were highly idealized by represent-

ing updrafts as diffusive moist bubbles and did not

resolve a spectrum of eddies expected to occur in tur-

bulent updrafts. Larger eddies associated with organized

convective-scale flow were well resolved in all of the

simulations, while smaller-scale turbulent mixing was

parameterized by a first-order subgrid-scale closure

with a fixed mixing length. This idealized approach was

taken in order to control the updraft size at the stage of

initiation, to allow a direct comparison with the theo-

retical expressions, and to simplify the analysis and

interpretation by virtue of horizontal symmetry around

the updraft center. Thus, the simulations were not

LES. The impact of resolving turbulent eddies in

assessing the theoretical expressions is unknown but

potentially important and should be investigated in

future work.

It was also assumed that the environment was initially

unsheared for simplicity; it is expected that adding shear

could have important impacts on entrainment by af-

fecting the mixing coefficients, among others. Finally,

the effects of condensate loading on updraft buoyancy

were neglected. Since condensation rate was included in

the theoretical derivation, it should be possible to

combine the expression for buoyancy with a conserva-

tion equation for cloud mass mixing ratio.
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